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Abstract. A non-stationary Stokes equation coupled with an evolution equation of tem-

perature field is studied. Boundary conditions for velocity and temperature fields contain

the generalized Clarke gradient. The corresponding variational formulation is governed

by a system of hemivariational inequalities. The existence and uniqueness of a weak so-

lution is proved by employing Banach fixed point theorem and hemivariational inequal-

ities. Besides, a fully-discrete problem for this system of hemivariational inequalities is

given and error estimates are derived.
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1. Introduction

Hemivariational inequalities, as a generation of variational inequalities, constitute im-

portant tools in studying various nonlinear problems arising in chemistry, physics, biology,

engineering, and many other fields. Research on variational inequalities stems from the

monotonicity theory and convexity theory, while the study of hemivariational inequalities

employs the Clarke subdifferential property of locally Lipschitz functions as the main com-

ponent and allows the inclusion of non-convex functions. On the one hand, hemivaria-

tional inequalities have more advantages than variational inequalities in the characteriza-

tion of some practical problems, and on the other hand, benefit from the development of

non-smooth analysis and multivalued analysis, the theoretical and numerical analysis of

hemivariational inequality develop rapidly in past few decades. In particular, variational or
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hemivariational inequalities arising in contact mechanics attracted widespread interests —

cf. Refs. [4,6,13,22,24]. On the other hand, many researchers are interested in applying

hemivariational inequalities to fluid mechanic problems [8,9,17,28]. The paper [8] stud-

ies a hemivariational inequality arising from a stationary Stokes equation equipped with

a nonlinear slip boundary condition, the finite element method is employed to solve the

hemivariational inequality and error estimates are provided. Paper [9] is devoted to study-

ing a type of hemivariational inequalities that arises in a non-stationary Navier-Stokes prob-

lem. Existence of solution for the abstract hemivariational inequality is sought by a kind of

time discretization method, termed as Rothe method. Paper [17] studies Stokes problem

for a generalized Newtonian fluid along with unilateral, slip and leak boundary conditions.

Existence of a unique weak solution is proven through a surjectivity theorem. A Stokes

problem for an incompressible fluid, whose boundary conditions are in the type of subdif-

ferential was stadied in [28]. The associated variational formulation forms a variational-

hemivariational inequalities system. The corresponding solution existence as well as the

weak compactness of the solution set is established by Schauder fixed point theorem.

The above papers do not consider the interaction of velocity and temperature fields of

the fluid, so that the only a pure fluid dynamics problem is studied. However, in fact many

parameters of actual fluids are affected by the temperature. In contrast, the flow of fluids

also causes changes in temperature. Therefore, numerous studies focus on the fluid prob-

lems with thermal effects — cf. [2,20,21,27]. In these papers, either Dirichlet or Neumann

boundary conditions are considered, so that all the models lead to a system of equations.

However, the physical phenomena can be multitudinous and various boundary conditions

can be required. Thus assuming the boundary conditions to include subdifferential non-

convex functions, we can arrive at a system of hemivariational inequalities. Hitherto, there

is no works considering hemivariational inequalities arising from Stokes flow with thermal

effects, and our aim is to cover this gap.

More exactly, this paper focuses on variational and numerical analysis of a system of

hemivariational inequalities arising in a non-stationary incompressible Stokes equation cou-

pled with an evolution equation of temperature field. Inspired by the ideas of [15,16,21],

we consider the following conservation laws:

u ′(t)− ν∗∆u(t) +∇p(t)− ceθ(t) = q(t) in Θ× (0, T ),

div u(t) = 0 in Θ× (0, T ),

θ ′(t)−∆θ(t) = −ci j

∂ ui

∂ x j

(t) + g(t) in Θ× (0, T ),

where Θ ⊂ Rd , d = 2,3 is a bounded connected domain, whose boundary Γ is Lipschitz

continuous and 0< T <∞. Besides, u(x , t) is the flow velocity, q(x , t) an external force,

ν∗ a positive viscosity constant, p(x , t) the pressure, θ(x , t) the temperature, g(x ,t) the

density of volume heat sources, and ce = (ci j) the thermal influence operator. Subsequently,

the boundary conditions are made up as follows:

u(t) = 0 on Γ1 × (0, T ), (1.1)

θ(t) = 0 on Γ1 × (0, T ), (1.2)
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uν(t) = 0 on Γ2 × (0, T ), (1.3)

−στ(t) ∈ ∂ j
�

uτ(t)
�

on Γ2 × (0, T ), (1.4)

−
∂ θ(t)

∂ ν
∈ ∂ jtemp

�

θ(t)
�

on Γ2 × (0, T ), (1.5)

where Γ consists of smooth parts Γ1, Γ2 such that meas(Γ1) is positive. The boundary Γ1
is endowed with a clamping boundary condition. The condition (1.3) implies that there

is no normal velocity on the boundary Γ2, so that the fluid cannot penetrate outside the

domain via Γ2. Besides, (1.4) is a multivalued friction law modelled by the Clarke subd-

ifferential of a locally Lipschitz function which is non-convex. Assertion (1.5) represents

a boundary condition associated to temperature and that it is modelled by a kind of sub-

differential type of a non-convex potential jtemp. The variational form of this model leads

to a hemivariational inequality for the velocity field and a hemivariational inequality for

the temperature field. The model is novel and realistic, which makes it interesting and

meaningful to study this problem. Meanwhile, we will give a fully discrete scheme of the

system of hemivariational inequalities and derive error estimate for the numerical solution.

There are a list of papers concerning error estimates for hemivariational inequality arising

from viscoelastic contact problem [5,10,25,26]. However, only few papers consider error

estimates for hemivariational inequality arising in Stokes flow [11, 14, 23]. In contrast to

the above mentioned papers containing only one hemivariational inequality, our work deals

with error estimates for a more complicated and challenging problem — viz. for coupled

hemivariational inequalities.

Aiming to investigate the above model, we note some elementary material. First, we

may not show the dependence of different functions on the variable x explicitly. The

deformation-rate and stress tensors are defined as

ǫ(u) :=
1

2

�

∇u +∇uT
�

, σ(u, p) := −pI+ 2ν∗ǫ(u),

where I is the d × d identity matrix. Denote by ν, we have the unit outward normal vector

on boundary. Moreover, if a vector-valued function v on Γ is given, we employ vν, vτ for

its normal and tangential components, and they are respectively defined as vν = v · ν and

vτ = v − vνν. In what follows, we sum up the above equations to achieve the following

problem.

Problem 1.1. Find a flow velocity u : Θ × (0, T )→ Rd , a pressure p : Θ × (0, T )→ R and

a temperature θ : Θ× (0, T )→ R such that for all t ∈ (0, T )

u ′(t)− ν∗∆u(t) +∇p(t)− ceθ(t) = q(t) in Θ, (1.6)

div u(t) = 0 in Θ, (1.7)

θ ′(t)−∆θ(t) = −ci j

∂ ui

∂ x j

(t) + g(t) in Θ, (1.8)

u(t) = 0 on Γ1, (1.9)

θ(t) = 0 on Γ1, (1.10)
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uν(t) = 0 on Γ2, (1.11)

−στ(t) ∈ ∂ j
�

uτ(t)
�

on Γ2, (1.12)

−
∂ θ(t)

∂ ν
∈ ∂ jtemp

�

θ(t)
�

on Γ2, (1.13)

u(0) = u0 in Θ, (1.14)

θ(0) = θ0 in Θ. (1.15)

This paper is arranged as follows. In Section 2, we introduce a preliminary material

and itemize necessary hypothesis on the data. Afterwards, a system of hemivariational

inequalities in accordance with the model is put forward. In Section 3, the existence and

uniqueness for the variational problem are proved by using the Banach fixed point theorem

and hemivariational inequalities. In Section 4, a fully discrete problem is proposed and

error estimates of a finite element method are derived.

2. Notation and Assumptions

In the study of the corresponding mathematical theory, we first recall basic notation,

definitions and materials. We first recall Clarke directional derivative. Take Z as a Banach

space equipped with a norm ‖ · ‖Z , Z∗ the dual of it. The duality pairing between Z∗ and Z

is denoted by 〈·, ·〉Z∗×Z .

Definition 2.1. Take ϑ : Z → R as a locally Lipschitz function. It is Clarke directional deriva-

tive at z ∈ Z in the direction v ∈ Z which is denoted as ϑ0(z; v), is given as

ϑ0(z; v) = lim sup
x→z,µ↓0

ϑ(x +µv)− ϑ(x)

µ

and its Clarke subdifferential at z is a subset of the space Z∗ defined as

∂ ϑ(z) =
�

η ∈ Z∗ | ϑ0(z; v) ≥ 〈η, v〉Z∗×Z for all v ∈ Z
	

.

Definition 2.2. An operator B : Z → Z∗ is pseudomonotone if for any sequence {vn}
∞
n=1
⊂

Z , vn→ v weakly in Z and

lim sup
n→∞

〈Bvn, vn − v〉Z∗×Z ≤ 0

indicate that

〈Bv, v − z〉Z∗×Z ≤ lim inf
n→∞
〈Bvn, vn − z〉Z∗×Z

for every z ∈ Z.

The next, we recall two lemmata stated in [12, Lemma 7.24] and [19], respectively.

Lemma 2.1. Assume that z,q ∈ C([a, b]) satisfy

z(t) ≤ q(t) + c

∫ t

a

z(τ) dτ, t ∈ [a, b]
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with a constant c > 0. Then

z(t) ≤ q(t) + c

∫ t

a

q(τ)ec(t−τ) dτ, t ∈ [a, b].

Furthermore, if q is nondecreasing, then

z(t) ≤ q(t)ec(t−a).

Lemma 2.2. Take Φ : L2(0, T ; Z)→ L2(0, T ; Z) as the operator which satisfies

‖(Φω1)(t)− (Φω2)(t)‖
2
Z ≤ c

∫ t

0

‖ω1(τ)−ω2(τ)‖
2
Z dτ (2.1)

for every ω1,ω2 ∈ L2(0, T ; Z), a.e. t ∈ (0, T ). Thus, Φ admits one and only one fixed point

in L2(0, T ; Z), thus, there exists a unique ω∗ ∈ L2(0, T ; Z) which satisfies Φω∗ =ω∗.

We adopt standard notation for Lebesgue and Sobolev spaces. Take v ∈ H1(Θ;Rd), use

identical notation v as the trace of v on ∂ Θ, at the same time the symbol vν and vτ are

represented as the normal and tangential traces of it. Moreover, V and H are introduced

as follows:

V :=
�

v ∈ H1(Θ;Rd) | div v = 0 in Θ, v = 0 on Γ1, vν = 0 on Γ2
	

,

H := L2
�

Θ;Sd
�

, H := L2
�

Θ;Rd
�

.

The above sets are real Hilbert spaces, and

(u, v)V :=
�

ǫ(u),ǫ(v)
�

H

in V . The corresponding norms are denoted by ‖ · ‖V , ‖ · ‖H and ‖ · ‖H . The Sobolev trace

theorem indicates that

‖v‖L2(Γ2;Rd ) ≤ ‖γ‖‖v‖V for all v ∈ V,

where ‖γ‖ denotes the norm of the trace operator γ : V → L2(Γ2;Rd). As for the pressure

field, we will use

Q :=

�

q ∈ L2(Θ)

�

�

�

�

∫

Θ

q d x = 0

�

.

For the temperature field, we let

E :=
�

χ ∈ H1(Θ), χ = 0 on Γ1
	

,

F := L2(Θ).

Note that V ⊂ H ⊂ V ∗ constitutes an evolution triple of function spaces. We introduce the

spaces V = L2(0, T ; V ), Z = {z ∈ V | z′ ∈ V ∗}, and V ∗ = L2(0, T ; V ∗) is taken as the

dual of V . The embeddings Z ⊂ C([0, T ]; H) and {z ∈ V | z′ ∈ Z} ⊂ C([0, T ]; V ) are

continuous, C([0, T ]; H) denotes the continuous functions space on [0, T ] and its values

in H.
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Similarly, we obtain the evolution triple of spaces E ⊂ F ⊂ E∗. Let E = L2(0, T ; E) and

E= {η ∈ E | η′ ∈ E ∗}. The dual of E is E ∗ = L2(0, T ; E∗). We also know that E ⊂ C(0, T ; F)

and {η ∈ E | η′ ∈ E} ⊂ C([0, T ]; E) are continuous. Besides, we use γ1 : E → L2(Γ2) to

denote the trace operator for the temperature functions.

In order to study Problem 1.1, we need the following data assumptions:

H( j). The frictional potential j : Γ2 ×R
d → R satisfies the conditions:

(a) j(·, r ) is measurable on Γ2 for all r ∈ Rd and there exists e ∈ L2(Γ2;Rd) such that

j(·,e(·)) ∈ L1(Γ2).

(b) j(x , ·) is locally Lipschitz on Rd , a.e. x ∈ Γ2.

(c) ‖∂ j(x , r )‖Rd ≤ c0 + c1‖r‖Rd for all r ∈ Rd , a.e. x ∈ Γ2 with c0, c1 ≥ 0.

(d) j0(x , r 1; r 2 − r 1) + j0(x , r 2; r 1 − r 2) ≤ mτ‖r 1 − r 2‖
2
Rd for all r 1, r 2 ∈ R

d with

mτ ≥ 0, a.e. x ∈ Γ2.

(e) j(x , ·) or − j(x , ·) is regular, a.e. x ∈ Γ2, r ∈ Rd .

H( jtemp). The operator jtemp : Γ2 ×R→ R satisfies the conditions:

(a) jtemp(·, s) is measurable on Γ2 for all s ∈ R and there exists ρ ∈ L2(Γ2) such that

jtemp(·,ρ(·)) ∈ L1(Γ2).

(b) jtemp(x , ·) is locally Lipschitz on R, a.e. x ∈ Γ2.

(c) |∂ jtemp(x , s)| ≤ c0 + c1|s| for all s ∈ R and a.e. x ∈ Γ2 with c0, c1 ≥ 0.

(d) j0temp(x , s1; s2− s1)+ j0temp(x , s2; s1− s2) ≤ m1|s1− s2|
2 for all s1, s2 ∈ R with m1 ≥ 0,

a.e. x ∈ Γ2.

(e) jtemp(x , ·) or − jtemp(x , ·) is regular, a.e. x ∈ Γ2, s ∈ R.

H(ce). The operator ce : Θ×R→ Rd satisfies the conditions:

(a) ce(·, s) is measurable on Θ for all s ∈ R.

(b) ‖ce(x , s)‖Rd ≤ c0e + c1e|s| for all s ∈ R, a.e. x ∈ Θ with c0e ∈ L2(Θ), c0e , c1e ≥ 0.

(c) ‖ce(x , s1)− ce(x , s2)‖Rd ≤ Le|s1 − s2| for all s1, s2 ∈ R, a.e. x ∈ Θ with Le > 0.

As for the heat sources density, we assume that

g ∈ H1(0, T ; F). (2.2)

In the end, the initial values satisfy u0 ∈ V,θ0 ∈ E.
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We now arrive at the variational formulation of Problem 1.1: For v ∈ V , let the Eq. (1.6)

be multiplied by v . After integrating the resulting equality, we obtain

∫

Θ

u ′(t) · v d x +

∫

Θ

�

− ν∗∆u(t)
�

· v d x

−

∫

Θ

ceθ(t) · v d x +

∫

Θ

∇p(t) · v d x

=

∫

Θ

q(t) · v d x .

Considering ∆u = 2 div ǫ(u) implied by Eq. (1.7), applying Green-type formula, it is easy

to obtain
∫

Θ

−div ǫ(u) · v d x =

∫

Θ

ǫ(u): ǫ(v) d x −

∫

∂Θ

ǫ(u)ν · v dΓ ,

∫

Θ

∇p · v d x = −

∫

Θ

div v · p d x +

∫

∂ Θ

pν · v dΓ .

Thus, we deduce
∫

Θ

u ′(t) · v d x + 2ν∗
∫

Θ

ǫ

�

u(t)
�

: ǫ(v) d x

−

∫

Θ

ceθ(t) · v d x −

∫

Θ

div v · p(t) d x

+

∫

∂ Θ

p(t)ν · v dΓ − 2ν∗
∫

∂Θ

ǫ

�

u(t)
�

ν · v dΓ

=

∫

Θ

q(t) · v d x .

Since functions are divergence free in V , through the boundary condition and σν · v =

στ · vτ +σνvν, we arrive at the following hemivariational inequality:

∫

Θ

u ′(t) · v d x + 2ν∗
∫

Θ

ǫ

�

u(t)
�

: ǫ(v) d x

−

∫

Θ

ceθ(t) · v d x −

∫

Γ2

στ(t) · vτ dΓ

=

∫

Θ

q(t) · v d x .

Owing to the Clarke subdifferential, we can easily obtain




u ′(t), v
�

V ∗×V
+ a
�

u(t), v
�

−



ceθ(t), v
�

V ∗×V
+

∫

Γ2

j0
�

uτ(t); vτ
�

dΓ ≥



q(t), v
�

V ∗×V
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with the bilinear form

a(u, v) = 2ν∗
∫

Θ

ǫ(u): ǫ(v) d x ,

and linear forms

〈u ′, v〉V ∗×V =

∫

Θ

u ′ · v d x ,

〈q , v〉V ∗×V =

∫

Θ

q · v d x ,

〈ceθ , v〉V ∗×V =

∫

Θ

ceθ · v d x .

We similarly obtain the inequality as follows:




θ ′(t),χ
�

E∗×E
+ a0

�

θ(t),χ
�

+

∫

Γ2

j0temp

�

θ(t);χ
�

dΓ

≥



Ru(t),χ
�

E∗×E
+



g(t),χ
�

E∗×E
,

where

a0(θ ,χ) =

∫

Θ

∇θ · ∇χ d x ,

and R : V → E∗ is

〈Ru,χ〉E∗×E = −

∫

Θ

ci j

∂ ui

∂ x j

χ d x .

Now we can consider the following problem.

Problem 2.1. Find a flow velocity u : Θ×(0, T )→ Rd and a temperature θ : Θ×(0, T )→ R

such that for a.e. t ∈ (0, T ),




u ′(t), v
�

V ∗×V
+ a
�

u(t), v
�

−



ceθ(t), v
�

V ∗×V

+

∫

Γ2

j0
�

uτ(t); vτ
�

dΓ ≥ 〈q(t), v 〉V ∗×V for all v ∈ V, (2.3)




θ ′(t),χ
�

E∗×E
+ a0

�

θ(t),χ
�

+

∫

Γ2

j0
temp

�

θ(t);χ
�

dΓ

≥



Ru(t),χ〉E∗×E + 〈g(t),χ
�

E∗×E
for all χ ∈ E, (2.4)

u(0) = u0, θ(0) = θ0. (2.5)

3. Existence and Uniqueness of Hemivariational Inequality System

This section contains the proof of the unique solvability of Problem 2.1. For this,

we first introduce the operators B : V → V ∗, B0 : E → E∗, C1 : F → V ∗, C2 : V → E∗,
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J : L2(Γ2;Rd)→ R, and Jtemp : L2(Γ2)→ R as follows:

〈Bu , v〉V ∗×V = a(u , v), u, v ∈ V, (3.1)

〈B0θ ,χ〉E∗×E = a0(θ ,χ), θ ,χ ∈ E, (3.2)

〈C1θ , v〉V ∗×V = −〈ceθ , v〉V ∗×V , v ∈ V, (3.3)

〈C2u,χ〉E∗×E = 〈Ru,χ〉E∗×E , χ ∈ E, (3.4)

J(u) =

∫

Γ2

j(x , uτ) dΓ , u ∈ L2
�

Γ2;Rd
�

, (3.5)

Jtemp(θ) =

∫

Γ2

jtemp(x ,θ) dΓ , θ ∈ L2(Γ2). (3.6)

Following the assumptions (H j)(e) and (H jtemp)(e) and using [19, Corollary 4.15(vii)], we

obtain that J(·) or −J(·) is regular on L2(Γ2;Rd), Jtemp(·) or −Jtemp(·) is regular on L2(Γ2).

Afterwards, [19, Corollary 4.15(vi) and Lemma 3.39(3)] show that

J0(u) =

∫

Γ2

j0(x , uτ) dΓ for all u ∈W,

J0
temp(θ) =

∫

Γ2

j0temp(x ,θ) dΓ for all θ ∈ Y,

where W = L2(Γ2;Rd), Y = L2(Γ2). According to the above equations, the following prob-

lem can be obtained.

Problem 3.1. Find a flow velocity u : Θ×(0, T )→ Rd and a temperature θ : Θ×(0, T )→ R

such that for a.e. t ∈ (0, T ),




u ′(t), v
�

V ∗×V
+



Bu(t), v
�

V ∗×V
+



C1θ(t), v
�

V ∗×V

+ J0
�

γu(t);γv
�

≥



q(t), v
�

V ∗×V
for all v ∈ V, (3.7)




θ ′(t),χ
�

E∗×E
+



B0θ(t),χ
�

E∗×E
+ J0

temp

�

γ1θ(t);γ1χ
�

≥



C2u(t),χ
�

E∗×E
+



g(t),χ
�

E∗×E
for all χ ∈ E. (3.8)

Let us note a few properties of the above defined operators.

1. For B : V → V ∗, we have

B is pseudomonotone, (3.9a)

‖Bv‖V ∗ ≤ b0 + b1‖v‖V for all v ∈ V, b0, b1 ≥ 0, (3.9b)

〈Bv1 − Bv2, v1 − v2〉V ∗×V

≥ mB‖v1 − v2‖
2
V

for all v1, v2 ∈ V, mB > 0. (3.9c)
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2. For B0 : E→ E∗, we have

B0 is pseudomonotone, (3.10a)

‖B0χ‖E∗ ≤ b̄0 + b̄1‖χ‖E for all χ ∈ E, b̄0, b̄1 ≥ 0, (3.10b)

〈B0χ1 − B0χ2,χ1 −χ2〉E∗×E

≥ mB0
‖χ1 −χ2‖

2
E

for all χ1,χ2 ∈ E, mB0
> 0. (3.10c)

3. For the functional J : W → R, we have

J is locally Lipschitz on W, (3.11a)

‖∂ J(u)‖W ∗ ≤ c0J + c1J‖u‖W for all u ∈W, c0J , c1J ≥ 0, (3.11b)

〈ξ1 − ξ2, u1 − u2〉W ∗×W

≥ −mJ‖u1 − u2‖
2
W

for all ξi ∈ ∂ J(u i), ξi ∈W ∗, u i ∈W,

i = 1,2, mJ ≥ 0. (3.11c)

4. For the functional Jtemp : Y → R, we have

Jtemp is locally Lipschitz on Y, (3.12a)

‖∂ Jtemp(θ)‖Y ∗ ≤ c0θ + c1θ ‖θ‖Y for all θ ∈ Y, c0θ , c1θ ≥ 0, (3.12b)

〈z1 − z2,θ1 − θ2〉Y ∗×Y

≥ −mK‖θ1 − θ2‖
2
Y

for all zi ∈ ∂ Jtemp(θi), zi ∈ Y ∗, θi ∈ Y,

i = 1,2, mK ≥ 0. (3.12c)

5. For the operator C2 : V → E∗, we have

C2v ∈ F for all v ∈ V, (3.13a)

‖C2v1 − C2v2‖E∗ ≤ LR‖v1 − v2‖V for all v1, v2 ∈ V, LR > 0. (3.13b)

6. For the operator C1 : F → V ∗, we have

‖C1χ‖V ∗ ≤ C0e + C1e‖χ‖F for all χ ∈ F, C0e, C1e ≥ 0, (3.14a)

‖C1χ1 − C1χ2‖V ∗ ≤ L1‖χ1 −χ2‖F for all χ1,χ2 ∈ F, L1 > 0. (3.14b)

We verify that for B defined by (3.1), (3.9b)-(3.9c) hold with b1 = mB = 2ν. Since the

operator B is bounded, continuous and monotone, we obtain that B is pseudomonotone.

For B0 defined by (3.2), we have the similar results. Assumptions (3.11) and (3.12) are easy

consequences of H( j) and H( jtemp), respectively. H(ce) implies (3.14) and (3.13) comes

from the definition of R.

Remark 3.1. The assumptions (3.11c) and (3.12c) are equivalent to the conditions

J0(u1; u2 − u1) + J0(u2; u1 − u2) ≤ mJ‖u1 − u2‖
2
W

,

J0
temp
(θ1;θ2 − θ1) + J0

temp
(θ2;θ1 − θ2) ≤ mK‖θ1 − θ2‖

2
Y

.
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Now we can present the existence and uniqueness theorem.

Theorem 3.1. Assume that (2.2), (3.9)-(3.14) hold, q ∈ V ∗ and

mB > mJ‖γ‖
2, mB0

> mK‖γ1‖
2, (3.15)

then Problem 3.1 has a unique solution (u,θ)with regularity θ ∈ H1(0, T ; E)∩W 1,∞(0, T ; F),

u ∈ H1(0, T ; V ).

The following steps are carried out to prove Theorem 3.1.

Step 1. Given ω ∈ V ∗, it follows the following hemivariational inequality.

Problem 3.2. Find uω ∈ Z such that



u ′ω(t) + Buω(t), v
�

V ∗×V
+ J0
�

γuω(t);γv
�

≥



q(t)−ω(t), v
�

V ∗×V
for all v ∈ V, a.e. t ∈ (0, T ),

uω(0) = u0,

where ω(t) = C1θ(t).

Lemma 3.1. For ω ∈ V ∗, there exists a unique solution uω ∈ Z to Problem 3.2. Moreover,

givenωi ∈ V
∗ and the corresponding unique solutions uωi

, i = 1,2, there holds the inequality

∫ t

0

‖uω1
(τ)− uω2

(τ)‖2V dτ≤ c

∫ t

0

‖ω1(τ)−ω2(τ)‖
2
V ∗ dτ (3.16)

for all t ∈ [0, T ] with c > 0.

For the first part of this lemma, we notice that Problem 3.2 can be rewritten as follows.

Problem 3.3. Find uω ∈ Z and ζ ∈W ∗ that satisfy

u ′ω(t) + Buω(t) + ζ(t) = qω(t), a.e. t ∈ (0, T ),

ζ(t) ∈ γ∗∂ J
�

γuω(t)
�

, a.e. t ∈ (0, T ), (3.17)

uω(0) = u0, (3.18)

where

qω(t) = q(t)−ω(t). (3.19)

Following [18, Theorem 5.15], we obtain that Problem 3.3 admits one and only one solu-

tion uω ∈ Z . For the second part of this problem, let uω1
, uω2

∈ Z be two solutions to

Problem 3.2, then we have



u ′ω1
(t), v
�

V ∗×V
+



Buω1
(t), v
�

V ∗×V
+ J0
�

γuω1
(t);γv
�

+



ω1(t), v
�

V ∗×V
≥



q(t), v
�

V ∗×V
, ∀v ∈ V, (3.20)




u ′ω2
(t), v
�

V ∗×V
+



Buω2
(t), v
�

V ∗×V
+ J0
�

γuω2
(t);γv
�

+



ω2(t), v
�

V ∗×V
≥



q(t), v
�

V ∗×V
, ∀v ∈ V. (3.21)
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Taking v = uω2
(t)− uω1

(t) in (3.20) and v = uω1
(t)− uω2

(t) in (3.21) gives




u ′ω1
(t), uω2

(t)− uω1
(t)
�

V ∗×V
+



Buω1
(t), uω2

(t)− uω1
(t)
�

V ∗×V

+ J0
�

γuω1
(t);γuω2

(t)− γuω1
(t)
�

+



ω1(t), uω2
(t)− uω1

(t)
�

V ∗×V

≥



q(t), uω2
(t)− uω1

(t)
�

V ∗×V
, (3.22)




u ′ω2
(t), uω1

(t)− uω2
(t)
�

V ∗×V
+



Buω2
(t), uω1

(t)− uω2
(t)
�

V ∗×V

+ J0
�

γuω2
(t);γuω1

(t)− γuω2
(t)
�

+



ω2(t), uω1
(t)− uω2

(t)
�

V ∗×V

≥



q(t), uω1
(t)− uω2

(t)
�

V ∗×V
. (3.23)

Adding the above inequalities, we obtain




u ′ω1
(t)− u ′ω2

(t) + Buω1
(t)− Buω2

(t), uω1
(t)− uω2

(t)
�

V ∗×V

≤ J0
�

γuω1
(t);γuω2

(t)− γuω1
(t)
�

+ J0
�

γuω2
(t);γuω1

(t)− γuω2
(t)
�

+



ω1(t)−ω2(t), uω2
(t)− uω1

(t)
�

V ∗×V
. (3.24)

Integrating (3.24) gives

1

2
‖uω1

(t)− uω2
(t)‖2H +mB

∫ t

0

‖uω1
(τ)− uω2

(τ)‖2V dτ

−
1

2
‖uω1

(0)− uω2
(0)‖2H

≤

∫ t

0

�

mJ‖γ‖
2‖uω1

(τ)− uω2
(τ)‖2V
�

dτ

+

∫ t

0

‖ω1(τ)−ω2(τ)‖V ∗‖uω1
(τ)− uω2

(τ)‖V dτ. (3.25)

Since uω1
(0) = uω2

(0), the Cauchy Schwarz inequality yields

1

2
‖uω1

(t)− uω2
(t)‖2H +
�

mB −mJ‖γ‖
2 − ε
�

∫ t

0

‖uω1
(τ)− uω2

(τ)‖2V dτ

≤ c

∫ t

0

‖ω1(τ)−ω2(τ)‖
2
V ∗

dτ.

Finally, using the inequality mB > mJ‖γ‖
2, we deduce that if ε > 0 is a sufficiently small,

then
∫ t

0

‖uω1
(τ)− uω2

(τ)‖2V dτ≤ c

∫ t

0

‖ω1(τ)−ω2(τ)‖
2
V ∗ dτ. (3.26)

Step 2. Using the velocity field uω obtained in Lemma 3.1 and focus on the following

hemivariational inequality.
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Problem 3.4. Find θω ∈ E such that



θ ′ω(t) + B0θω(t),χ
�

E∗×E
+ J0

temp

�

γ1θω(t);χ
�

≥



g(t) + C2uω(t),χ
�

E∗×E
,

θ(0) = θ0.

The following lemma ensures that Problem 3.4 has a unique solution.

Lemma 3.2. For ω ∈ V ∗, Problem 3.4 has a unique solution θω ∈ E . In addition, if θωi
, i =

1,2 are two solutions to Problem 3.4 corresponding to ω =ωi , then there exists a constant k

such that

‖θω1
(t)− θω2

(t)‖2F ≤ k

∫ t

0

‖uω1
(τ)− uω2

(τ)‖2V dτ. (3.27)

For the first part of this lemma, we point out that θω ∈ E is a solution to Problem 3.4 if and

only if θ satisfies the evolution inclusion as follows.

Problem 3.5. Find θω ∈ E and π ∈ Y ∗ such that

θ ′ω(t) + B0θω(t) +π(t) = C2uω(t) + g(t), a.e. t ∈ (0, T ),

π(t) ∈ γ∗
1
∂ Jtemp

�

γ1θω(t)
�

, a.e. t ∈ (0, T ),

θω(0) = θ0.

(3.28)

According to [19], Problem 3.5 has at least one solution. We prove the uniqueness. If

θω,1,θω,2 ∈ E are solutions to Problem 3.5, then for a.e. t ∈ (0, T ) we have

θ ′ω,1(t) + B0θω,1(t) +π1(t) = C2uω(t) + g(t), (3.29)

θ ′ω,2(t) + B0θω,2(t) +π2(t) = C2uω(t) + g(t), (3.30)

π1(t) ∈ γ
∗
1∂ Jtemp

�

γ1θω,1(t)
�

, π2(t) ∈ γ
∗
1∂ Jtemp

�

γ1θω,2(t)
�

, (3.31)

θω,1(0) = θω,2(0) = θ0. (3.32)

Subtracting (3.30) from (3.29), multiplying the resulting equation by θ1(t) − θ2(t), and

integrating the result by parts yield

1

2
‖θω,1(t)− θω,2(t)‖

2
F
+mB0

∫ t

0

‖θω,1(τ)− θω,2(τ)‖
2
E

dτ

−
1

2
‖θω1

(0)− θω2
(0)‖2F

≤

∫ t

0

�

mK‖γ1θω,1(τ)− γ1θω,2(τ)‖
2
E

�

dτ. (3.33)

Since θω,1(0) = θω,2(0) = θ0, we obtain

1

2
‖θω,1(t)− θω,2(t)‖

2
F +
�

mB0
−mK‖γ1‖

2
�

∫ t

0

‖θω,1(τ)− θω,2(τ)‖
2
E dτ≤ 0.
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Thus, θω,1 = θω,2, so that Problem 3.5 admits a unique solution θω, i.e. the existence and

uniqueness result of the solution to Problem 3.4 is proven. It remains to show the following

statement. If θωi
is a unique solutions to Problem 3.4 corresponding to ωi, i = 1,2, then




θ ′ω1
(t) + B0θω1

(t),χ
�

E∗×E
+ J0

temp

�

γ1θω1
(t);γ1χ
�

≥



C2uω1
(t),χ
�

E∗×E
+



g(t),χ
�

E∗×E
,




θ ′ω2
(t) + B0θω2

(t),χ
�

E∗×E
+ J0

temp

�

γ1θω2
(t);γ1χ
�

≥



C2uω2
(t),χ
�

E∗×E
+



g(t),χ
�

E∗×E
.

Take χ = θω2
(t)− θω1

(t) in the first inequality and χ = θω1
(t)− θω2

(t) in the second one

to achieve




θ ′ω1
(t)− θ ′ω2

(t) + B0θω1
(t)− B0θω2

(t),θω1
(t)− θω2

(t)
�

E∗×E

≤ J0
temp

�

γ1θω1
(t);γ1θω2

(t)− γ1θω1
(t)
�

+ J0
temp

�

γ1θω2
(t);γ1θω1

(t)− γ1θω2
(t)
�

+



C2uω1
(t)− C2uω2

(t),θω1
(t)− θω2

(t)
�

E∗×E
.

Integrating this inequality gives

1

2
‖θω1

(t)− θω2
(t)‖2F +mB0

∫ t

0

‖θω1
(τ)− θω2

(τ)‖2E dτ

−
1

2
‖θω1

(0)− θω2
(0)‖2

F

≤ mK‖γ1‖
2

∫ t

0

‖θω1
(τ)− θω2

(τ)‖2
E

dτ

+

∫ t

0

‖C2uω1
(τ)− C2uω2

(τ)‖E∗‖θω1
(τ)− θω2

(τ)‖E dτ.

Applying the inequality ab ≤ εa2+ c b2, under (3.13b) and the condition θω1
(0) = θω2

(0),

we obtain

1

2
‖θω1

(t)− θω2
(t)‖2F +
�

mB0
−mK‖γ1‖

2 − εLR

�

∫ t

0

‖θω1
(τ)− θω2

(τ)‖2E dτ

≤ cLR

∫ t

0

‖uω1
(τ)− uω2

(τ)‖2
V

dτ.

Since mB0
−mK‖γ1‖

2 > 0, for a sufficiently small constant ε > 0 we obtain

‖θω1
(t)− θω2

(t)‖2F ≤ k

∫ t

0

‖uω1
(τ)− uω2

(τ)‖2V dτ,

where k = 2cLR.
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Step 3. Towards the end of the proof, we write uω and θω to represent the solutions of

Problems 3.2 and 3.4 and consider the operator Φ defined by

Φω = C1θω. (3.34)

Lemma 3.3. The operator Φ has a unique fixed point ω∗ ∈ V ∗.

Proof. Let ω1,ω2 ∈ V
∗. Combining (3.16), (3.27), and (3.34) leads to the following

inequality:

‖Φω1(t)−Φω2(t)‖
2
V ∗

= ‖C1θω1
(t)− C1θω2

(t)‖2V ∗

≤ L2
1‖θω1

(t)− θω2
(t)‖2F

≤ kL2
1

∫ t

0

‖uω1
(τ)− uω2

(τ)‖2V dτ

≤ ckL2
1

∫ t

0

‖ω1(τ)−ω2(τ)‖
2
V ∗

dτ

for all t ∈ [0, T ] with ckL2
1
> 0. Using Lemma 2.2, we deduce that there exists a unique

ω∗ ∈ V ∗ such that Φω∗ =ω∗, which fulfills the proof of the lemma.

We are ready to prove the main result of this section.

Proof of Theorem 3.1. Take ω∗ ∈ V ∗ as the unique fixed point of the operator Φ, i.e.

ω∗(t) = C1θω∗(t),

a.e. t ∈ (0, T ). Let u∗ = uω∗ be the unique solution of Problem 3.2 corresponding to ω∗

established in Lemma 3.1. In addition, let θ ∗ = θω∗ be the unique solution of Problem 3.4

proved in Lemma 3.2. Therefore, (u∗,θ ∗) can be the unique solution to Problem 3.1. More-

over, we have u∗ ∈ Z and θ ∗ ∈ E. The uniqueness of this theorem is a direct result of the

uniqueness of the fixed point of Φ, Lemmata 3.1 and 3.2. The proof is finished.

4. A Fully Discrete Approximation Problem

The main goal of this section is to construct a full-discrete scheme for the coupled system

of hemivariational inequalities formed in Problem 3.1 and derive an error estimate result.

Let h > 0 be a spatial discretization parameter and V h and Eh be finite dimensional

subspaces of V and E, respectively. Here we adopt an equidistant time grid tn = nk, n =

0,1, . . . , N , N ∈ N, k = T/N . If f = f (t) is a time continuous function, we write fn

for f (tn).

Let uh
0
,θh

0
be appropriate approximation of initial data u0,θ0, respectively. In what

follows, we employ c for different values from time to time.
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Problem 4.1. Find a discrete flow velocity uhk = {uhk
0

, . . . , uhk
N
} and a discrete temperature

{θhk = θhk
0

, . . . ,θhk
N
} such that for 1≤ n≤ N the following equations hold:

�

uhk
n − uhk

n−1

k
, vh

�

H

+



Buhk
n , vh
�

V ∗×V
+ J0
�

γuhk
n ;γvh
�

+



C1θ
hk
n , vh
�

V ∗×V
≥



q n, vh
�

V ∗×V
for all vh ∈ V h, (4.1)

�

θhk
n − θ

hk
n−1

k
,χh

�

F

+



B0θ
hk
n

,χh
�

E∗×E
+ J0

temp

�

γ1θ
hk
n

;γ1χ
h
�

≥



C2uhk
n ,χh
�

E∗×E
+



gn,χh
�

E∗×E
, ∀χh ∈ Eh, (4.2)

uhk
0 = uh

0, θhk
0 = θ

h
0 .

We now focus on estimating the residues δn = un − uhk
n and ǫn = θn − θ

hk
n starting

with δn. Take v = uhk
n − vh

n at t = tn in (3.7) and replace vh by vh
n − uhk

n in (4.1), so that




u ′n, uhk
n − vh

n

�

V ∗×V
+



Bun, uhk
n − vh

n

�

V ∗×V

+



C1θn, uhk
n − vh

n

�

V ∗×V
+ J0
�

γun;γuhk
n − γvh

n

�

≥



q n, uhk
n − vh

n

�

V ∗×V
,

�

uhk
n − uhk

n−1

k
, vh

n
− uhk

n

�

H

+



Buhk
n

, vh
n
− uhk

n

�

V ∗×V

+



C1θ
hk
n , vh

n − uhk
n

�

V ∗×V
+ J0
�

γuhk
n ;γvh

n − γu
hk
n

�

≥



q n, vh
n − uhk

n

�

V ∗×V
.

Adding these inequalities to each other and using (3.9c) yields

mB‖δn‖
2
V ≤



Bun − Buhk
n , un − uhk

n

�

V ∗×V

≤



Bun − Buhk
n

, un − vh
n

�

V ∗×V
+

�

u ′
n
−

un − un−1

k
, uhk

n
− vh

n

�

H

−
1

k
(δn − δn−1,δn)H +

1

k

�

δn −δn−1, un − vh
n

�

H
+ I1 + I2, (4.3)

where

I1 = J0
�

γun;γuhk
n − γvh

n

�

+ J0
�

γuhk
n ;γvh

n − γu
hk
n

�

,

I2 =



C1θn − C1θ
hk
n , uhk

n − vh
n

�

V ∗×V
.

We first evaluate the term I1. The subadditivity of generalized directional derivative (3.11)

gives

J0
�

γun;γuhk
n
− γvh

n

�

+ J0
�

γuhk
n

;γvh
n
− γuhk

n

�



140 H. Xuan and X. Cheng

≤ J0
�

γun;γuhk
n − γun

�

+ J0
�

γun;γun − γvh
n

�

+ J0
�

γuhk
n ;γvh

n − γun

�

+ J0
�

γuhk
n ;γun − γu

hk
n

�

≤ mJ‖γ‖
2‖un − uhk

n ‖
2
V + c ‖un − vh

n‖W . (4.4)

Now we consider the remaining terms on the right side of (4.3). It is easily seen that

(δn −δn−1,δn)H =
1

2

�

‖δn‖
2
H
− ‖δn−1‖

2
H
+ ‖δn −δn−1‖

2
H

�

≥
1

2

�

‖δn‖
2
H − ‖δn−1‖

2
H

�

,

so that

−
1

k
(δn −δn−1,δn)H ≤ −

1

2k

�

‖δn‖
2
H − ‖δn−1‖

2
H

�

. (4.5)

Set

En := u ′n −
un − un−1

k

and note that



En, uhk
n
− vh

n

�

V ∗×V
≤ ‖En‖V ∗




uhk
n
− vh

n







V
.

Applying the elementary inequality

ab ≤ εa2 + c b2 (4.6)

with an ε > 0 leads to the estimate




En, uhk
n − vh

n

�

V ∗×V
≤ ε‖δn‖

2
V + c ‖En‖

2
V ∗ + c




un − vh
n







2

V
. (4.7)

It follows from (3.9b) and (4.6) that




Bun − Buhk
n , un − vh

n

�

V ∗×V
≤ ε




un − uhk
n







2

V
+ c




un − vh
n







2

V
. (4.8)

Finally, we have




C1θn − C1θ
hk
n

, uhk
n
− vh

n

�

V ∗×V

≤ c




θn − θ
hk
n







E





uhk
n
− vh

n







V

≤ ε




un − uhk
n







2

V
+ c




un − vh
n







2

V
+ c




θn − θ
hk
n







2

E
. (4.9)

Using (4.4)-(4.9) in (4.3) and taking into account the assumption mB > mJ‖γ‖
2 yields

k‖δn‖
2
V
+ ‖δn‖

2
H
− ‖δn−1‖

2
H

≤ c k
�




un − vh
n







2

V
+




un − vh
n







W
+ ‖En‖

2
V ∗

�

+ c k




θn − θ
hk
n







2

E
+
�

δn −δn−1, un − vh
n

�

H
. (4.10)
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Replacing n by l in (4.10) and summing the corresponding estimates in l gives

k

n
∑

l=1

‖δl‖
2
V
+ ‖δn‖

2
H

≤ ‖δ0‖
2
H
+ c k

n
∑

l=1

�




u l − vh
l







2

V
+




u l − vh
l







W
+ ‖El‖

2
V ∗

�

+ c k

n
∑

l=1





θl − θ
hk
l







2

E
+

n
∑

l=1

�

δl −δl−1, u l − vh
l

�

H
.

We now estimate ǫn. Taking χ = θhk
n −χ

h
n at t = tn in (3.8) and replacing χh by χh

n − θ
hk
n

in (4.2), we obtain




θ ′n,θhk
n −χ

h
n

�

E∗×E
+



B0θn,θhk
n −χ

h
n

�

E∗×E

+ J0
temp

�

γ1θn;γ1θ
hk
n − γ1χ

h
n

�

≥



C2un,θhk
n −χ

h
n

�

E∗×E
+



gn,θhk
n −χ

h
n

�

E∗×E
,

�

θhk
n − θ

hk
n−1

k
,χh

n
− θhk

n

�

F

+



B0θ
hk
n

,χh
n
− θhk

n

�

E∗×E

+ J0
temp

�

γ1θ
hk
n ;γ1χ

h
n − γ1θ

hk
n

�

≥



C2uhk
n ,χh

n − θ
hk
n

�

E∗×E
+



gn,χh
n − θ

hk
n

�

E∗×E
.

Adding these inequalities to each other and using (3.10c) implies

mB0
‖ǫn‖

2
E ≤



B0θn − B0θ
hk
n ,θn − θ

hk
n

�

E∗×E

≤



B0θn − B0θ
hk
n ,θn −χ

h
n

�

E∗×E
+

�

θ ′n −
θn − θn−1

k
,θhk

n −χ
h
n

�

F

−
1

k
(ǫn − ǫn−1,ǫn)F +

1

k

�

ǫn − ǫn−1,θn −χ
h
n

�

F
+ I3 + I4, (4.11)

where

I3 =



C2un − C2uhk
n ,θn − θ

hk
n

�

E∗×E
,

I4 = J0
temp

�

γ1θn;γ1θ
hk
n − γ1χ

h
n

�

+ J0
temp

�

γ1θ
hk
n ;γ1χ

h
n − γ1θ

hk
n

�

.

Using again the subadditivity of the generalized directional derivative (3.12) shows that

J0
temp

�

γ1θn;γ1θ
hk
n
− γ1χ

h
n

�

+ J0
temp

�

γ1θ
hk
n

;γ1χ
h
n
− γ1θ

hk
n

�

≤ J0
temp

�

γ1θn;γ1θ
hk
n − γ1θn

�

+ J0
temp

�

γ1θn;γ1θn − γ1χ
h
n

�

+ J0
temp

�

γ1θ
hk
n ;γ1χ

h
n − γ1θn

�

+ J0
temp

�

γ1θ
hk
n ;γ1θn − γ1θ

hk
n

�

≤ mK‖γ1‖
2




θn − θ
hk
n







2

E
+ c




θn −χ
h
n







Y
.
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We estimate the remaining terms similar to the evaluation of δn, thus obtaining

k

n
∑

l=1

‖ǫ l‖
2
E
+ ‖ǫn‖

2
F

≤ ‖ǫ0‖
2
F
+ c k

n
∑

l=1

�




θl −χ
h
l







2

E
+




θl −χ
h
l







Y
+ ‖Gl‖

2
E∗

�

+ c k

n
∑

l=1





u l − uhk
l







2

V
+ c

n
∑

l=1

�

ǫ l − ǫ l−1,θl −χ
h
l

�

F
,

where Gl = θ
′
l
− (θl − θl−1)/k.

Next we consider the term
n
∑

l=1

(δl −δl−1, u l − vh
l
)H . Following the approach of [12], we

obtain
n
∑

l=1

�

δl −δl−1, u l − vh
l

�

H

≤
1

2

�

‖δn‖
2
H + ‖un − vh

n‖
2
H

�

+
k

2

n−1
∑

l=1

�

‖δl‖
2
H + k−2






�

u l − vh
l

�

−
�

u l+1− vh
l+1

�





2

H

�

+
1

2

�

‖δ0‖
2
H +




u1 − vh
1







2

H

�

.

On the other hand, since

E l =
1

k

∫ tl

tl−1

(t − t l−1)u
′′(t) d t,

we have

‖E l‖
2
V ∗
≤

1

k2

∫ tl

tl−1

(t − t l−1)
2 d t

∫ tl

tl−1

‖u ′′(t)‖2
V ∗

d t

=
k

3

∫ tl

tl−1

‖u ′′(t)‖2
V ∗

d t.

Consequently,

k

n
∑

l=1

‖E l‖
2
V ∗ ≤

k2

3
‖u ′′‖2

L2(0,T ;V ∗)
.

Similarly, for
∑n

l=1(ǫ l − ǫ l−1,θl −χ
h
l
)F , we get

n
∑

l=1

�

ǫ l − ǫ l−1,θl −χ
h
l

�

F

≤
1

2

�

‖ǫn‖
2
F
+




θn −χ
h
n







2

F

�

+
k

2

n−1
∑

l=1

�

‖ǫ l‖
2
F
+ k−2






�

θl −χ
h
l

�

−
�

θl+1 −χ
h
l+1

�





2

F

�

+
1

2

�

‖ǫ0‖
2
F +




θ1 −χ
h
1







2

F

�

,
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which yields

k

n
∑

l=1

‖Gl‖
2
E∗ ≤

k2

3
‖θ ′′‖2

L2(0,T ;E∗)
.

Finally, we have the following inequality:





un − uhk
n







2

H
+ k

n
∑

l=1





u l − uhk
l







2

V
+




θn − θ
hk
n







2

F
+ k

n
∑

l=1





θl − θ
hk
l







2

E

≤ c

(

k

n
∑

l=1

�




u l − vh
l







2

V
+




u l − vh
l







W

�

+ k2‖θ‖2
H2(0,T ;E∗)

+ k2‖u‖2
H2(0,T ;V ∗)

+




un − vh
n







2

H
+ k

n
∑

l=1

�




θl −χ
h
l







2

E
+




θl −χ
h
l







Y

�

+ ‖u1 − v1‖
2
H + ‖ǫ0‖

2
F + ‖θ1 −χ1‖

2
F + ‖θn −χ

h
n‖

2
F + ‖δ0‖

2
H

+ k−1
n−1
∑

l=1







�

u l − vh
l

�

−
�

u l+1 − vh
l+1

�





2

H

+ k−1
n−1
∑

l=1







�

θl −χ
h
l

�

−
�

θl+1−χ
h
l+1

�





2

F

+k

n
∑

l=1

�

‖δl‖
2
H + k

l
∑

j=1





u j − uhk
j







2

V

�

+ k

n
∑

l=1

�

‖ǫ l‖
2
F + k

l
∑

j=1





θ j − θ
hk
j







2

E

�

)

.

Using the Gronwall inequality gives

max
1≤n≤N

‖δn‖
2
H + k

N
∑

n=1

‖δn‖
2
V + max

1≤n≤N
‖ǫn‖

2
F + k

N
∑

n=1

‖ǫn‖
2
E

≤ c k2
�

‖u‖2
H2(0,T ;V ∗)

+ ‖θ‖2
H2(0,T ;E∗)

�

+ c
�




u0 − uh
0







2

H
+




θ0 − θ
h
0







2

F

�

+ c max
1≤n≤N

Rn,

where

Rn = inf
v h

l
∈V h,χh

l
∈Eh

¨

k

n
∑

l=1

�




u l − vh
l







2

V
+




u l − vh
l







W
+




θl −χ
h
l







2

E
+




θl −χ
h
l







Y

�

+




un − vh
n







2

H
+ k−1

n−1
∑

l=1







�

u l − vh
l

�

−
�

u l+1− vh
l+1

�





2

H

+




θn −χ
h
n







2

F
+ k−1

n−1
∑

l=1







�

θl −χ
h
l

�

−
�

θl+1−χ
h
l+1

�





2

F

«

.

Taking into account the above results, we arrive at the following theorem.
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Theorem 4.1. Let (u,θ) and (uhk,θhk) be the solutions to Problem 3.1 and Problem 4.1,

respectively. If q ∈ V ∗ and (2.2), (3.9)-(3.14), mB > mJ‖γ‖
2, mB0

> mK‖γ1‖
2 hold, then

max
1≤n≤N

‖δn‖
2
H + k

N
∑

n=1

‖δn‖
2
V + max

1≤n≤N
‖ǫn‖

2
F + k

N
∑

n=1

‖ǫn‖
2
E (4.12)

≤ c k2
�

‖u‖2
H2(0,T ;V ∗)

+ ‖θ‖2
H2(0,T ;E∗)

�

+ c
�




u0 − uh
0







2

H
+




θ0 − θ
h
0







2

F

�

+ c max
1≤n≤N

Rn,

where

Rn = inf
v h

l
∈V h,χh

l
∈Eh

¨

k

n
∑

l=1

�




u l − vh
l







2

V
+




u l − vh
l







W
+




θl −χ
h
l







2

E
+




θl −χ
h
l







Y

�

+




un − vh
n







2

H
+ k−1

n−1
∑

l=1







�

u l − vh
l

�

−
�

u l+1− vh
l+1

�





2

H

+




θn −χ
h
n







2

F
+ k−1

n−1
∑

l=1







�

θl −χ
h
l

�

−
�

θl+1−χ
h
l+1

�





2

F

«

.

Under Theorem 4.1, we analyze the error estimate. Let Θ be a polygonal or polyhedral

domain and ϑh a regular triangulation of Θ consistent with the partition of the boundary

Γ = ∂ Θ into Γ1 and Γ2. For T ∈ ϑh, denote by P1(T ;Rd) a polynomials space with a total

degree at most one in T . Now we can use the linear element space of piecewise continuous

affine functions

V h :=
�

vh ∈ V ∩ C(Θ;Rd): vh|T ∈ P1(T ;Rd) for all T ∈ ϑh
	

, (4.13)

Eh :=
�

χh ∈ E ∩ C(Θ) : χh|T ∈ P1(T ) for all T ∈ ϑh
	

. (4.14)

Corollary 4.1. Under the assumptions of Theorem 4.1, let {V h}, {Eh} be respectively the family

of linear element spaces (4.13) and (4.14) of continuous and piecewise affine functions. If u ∈

C([0, T ]; H2(Θ;Rd)), u |Γ2
∈ C([0, T ]; H2(Γ2;Rd)), θ ∈ C([0, T ]; H2(Θ)), then the following

error estimate holds:

max
1≤n≤N

‖δn‖
2
H + k

N
∑

n=1

‖δn‖
2
V + max

1≤n≤N
‖ǫn‖

2
F + k

N
∑

n=1

‖ǫn‖
2
E ≤ c
�

k2 + h2
�

. (4.15)

Proof. The standard finite element interpolation error estimates [1,3,7] will be applied.

Using vh
l
∈ V h as the finite element interpolation of u l yields





u l − vh
l







V
≤ ch‖u l‖H2(Θ;Rd ). (4.16)

Take χh
l
∈ Eh as the finite element interpolation of θl . It can be deduced that





θl −χ
h
l







E
≤ ch‖θl‖H2(Θ). (4.17)
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Now that vh
l

interpolates v l on Γ2. According to [25], we have





u l − vh
l







L2(Γ2;Rd )
≤ ch2‖u l‖H2(Γ2;Rd). (4.18)

Since (vh
l
− vh

l+1
) is the finite element interpolation of (u l − u l+1), we have







�

u l − vh
l

�

−
�

u l+1− vh
l+1

�





2

H
≤ ch2‖u l − u l+1‖

2
V ≤ ch2k

∫ tl+1

tl

‖u ′(t)‖2V d t.

Consequently,

k−1

n−1
∑

l=1







�

u l − vh
l

�

−
�

u l+1 − vh
l+1

�





2

H
≤ ch2‖u‖2

H1(0,T ;H2(Θ;Rd ))
, 1≤ n≤ N . (4.19)

Similar considerations show that

k−1
n−1
∑

l=1







�

θl −χ
h
l

�

−
�

θl+1−χ
h
l+1

�





2

F
≤ ch2‖θ‖2

H1(0,T ;H2(Θ))
, 1≤ n≤ N . (4.20)

Since uh
0

and θh
0

are the finite element interpolations of u0 and θ0, we note that





u0 − uh
0







V
+




θ0 − θ
h
0







F
≤ ch. (4.21)

Finally, we have

max
1≤n≤N





un − vh
n







H
≤ ch2‖u‖C([0,T];H2(Θ;Rd )), (4.22)

max
1≤n≤N





θn −χ
h
n







F
≤ ch2‖θ‖C([0,T];H2(Θ)). (4.23)

Combining (4.16)-(4.23) and (4.12), we arrive at the estimate (4.15).
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