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#### Abstract

In this paper, we revisit some nonoverlapping domain decomposition methods for solving diffusion problems with discontinuous coefficients. We discover some interesting phenomena, that is, the Dirichlet-Neumann algorithm and Robin-Robin algorithms may make full use of the ratio of coefficients in some special cases. Detailedly, in the case of two subdomains, we find that their convergence rates are $\mathcal{O}\left(v_{1} / v_{2}\right)$ if $v_{1}<v_{2}$, where $v_{1}, v_{2}$ are coefficients of two subdomains. Moreover, in the case of many subdomains with red-black partition, the condition number bounds of DirichletNeumann algorithm and Robin-Robin algorithm are $1+\epsilon(1+\log (H / h))^{2}$ and $C+\epsilon(1+$ $\log (H / h))^{2}$, respectively, where $\epsilon$ equals $\min \left\{v_{R} / v_{B}, v_{B} / v_{R}\right\}$ and $v_{R}, v_{B}$ are the coefficients of red and black domains. By contrast, Neumann-Neumann algorithm and Dirichlet-Dirichlet algorithm could not obtain such good convergence results in these cases. Finally, numerical experiments are preformed to confirm our findings.


AMS subject classifications: 65N30, 65N55
Key words: Diffusion problem, discontinuous coefficients, finite elements, domain decomposition.

## 1 Introduction

Diffusion problem is a quite important model which is encountered in many physical problems and practical application fields. It is of great significance to solve diffusion equations numerically. One of the difficulties is that the diffusion coefficients are usually strongly discontinuous. A natural choice to overcome the difficulty is to use nonoverlapping domain decomposition (DD) methods to solve such kind of problems. Actually, there are lots of literature in the study of solving strong discontinuous problems

[^0]by nonoverlapping DD methods. For instance, Mandel and Brezina [6] develop a balancing domain decomposition method for steady-state diffusion problem. In [4], a FETI algorithm is proposed and it is proved that the bounds on the rate of convergence are independent of possible jumps of the coefficients. In [8,9], Sarkis design Schwarz preconditioners for discontinuous coefficients problems by using both conforming and nonconforming elements. In [3], a Robin-Robin preconditioner is proposed for advectiondiffusion problems with discontinuous coefficients. For more study of this aspect, we refer to $[7,11]$ and the references cited therein.

We may find that the algorithms in most of the literature achieve convergence rates or condition number bounds independent of the jumps of coefficients. Wether there is a better result? For general cases, it could not be improved. However, we find a better result in some special cases, that is, the discontinuous coefficients may accelerate the convergence of Dirichlet-Neumann (D-N) algorithm and Robin-Robin (R-R) algorithm in the case of two subdomains and the case of many subdomains with red-black partition. Detailedly, if we suppose $v_{1}, v_{2}$ are the discontinuous coefficients in the case of two subdomains, then the convergence rates of the D-N algorithm and the R-R algorithm will completely depend on the ratio of the smaller coefficient to the larger coefficient, i.e. $v_{1} / v_{2}$ if $v_{1}<v_{2}$. Here we should clear that unlike the discontinuous coefficients case, the convergence rates of $\mathrm{D}-\mathrm{N}$ algorithm and R-R algorithm are bounded by a constant which is independent of mesh size $h$ and less than 1 strictly in the case $v_{1}$ equals $v_{2}$. In the case of many subdomains with red-black partition, the D-N algorithm and the R-R algorithm are always regarded as preconditioned methods and the corresponding condition number bounds are $1+\epsilon(1+\log (H / h))^{2}$ and $C+\epsilon(1+\log (H / h))^{2}$, respectively, where $\epsilon$ only depends on the ratio of the coefficients of red domains and black domains. Gander and Dubois [2] also find a similar phenomenon in the case of two symmetric subdomains. But they use the Fourier analysis to analyze it, as a result, their result is hard to extend to general cases. Meanwhile, we estimate the convergence rate by analyzing the spectra radium of error reduction operators and analyzing the condition numbers of preconditioned systems. Finally, all the results are confirmed by numerical experiments.

The paper is organized as follows: In Section 2, we introduce the model problem and domain decomposition methods. In Section 3, we analyze the influence of coefficients on convergence rates in the case of two subdomains with subdomains symmetric and nonsymmetric. In Section 4, the preconditioned systems in the case of many subdomains with red-black partition are described and the bounds on the condition numbers are given. Finally, we perform several numerical experiments to verify our conclusions.

## 2 Model problems and domain decomposition algorithms

We consider the following elliptic problem with discontinuous coefficients:

$$
\begin{cases}-\nabla \cdot(v(\mathbf{x}) \nabla u)=f, & \text { in } \Omega,  \tag{2.1}\\ u=0, & \text { on } \partial \Omega\end{cases}
$$

where $\Omega$ is a bounded, two-dimensional polygonal domain and the diffusion coefficient $v(\mathbf{x})$ is a piecewise constant function

$$
v(\mathbf{x})= \begin{cases}v_{1}, & \mathbf{x} \in \Omega_{1}, \\ v_{2}, & \mathbf{x} \in \Omega_{2}\end{cases}
$$

Here $\Omega_{1}, \Omega_{2}$ are nonoverlapping subdomains which form a decomposition of $\Omega$ and $\Gamma$ denotes their common interface, i.e. $\Gamma=\partial \Omega_{1} \cap \partial \Omega_{2}$.

Let $\mathcal{T}_{h}$ be a quasi-uniform and regular triangulation of $\Omega$ with the mesh size $h$ and assume that interface $\Gamma$ does not cut through any elements of $\mathcal{T}_{h}$. Let $W \subset H_{0}^{1}(\Omega)$ be a P1 conforming finite element space over $\mathcal{T}_{h}$. Besides, we need the following finite element spaces,

$$
W_{i}=W \cap H^{1}\left(\Omega_{i}\right), \quad W_{i}^{0}=W \cap H_{0}^{1}\left(\Omega_{i}\right), \quad i=1,2,
$$

and the space of the interface $\Gamma$,

$$
V_{\Gamma}=\left.W\right|_{\Gamma} .
$$

Then, the weak form of (2.1) is as follows: Find $u \in W$, such that

$$
a(u, v)=(f, v) \quad \forall v \in W,
$$

where

$$
\begin{aligned}
& a_{i}(u, v)=\int_{\Omega_{i}} v_{i} \nabla u \cdot \nabla v \quad \forall u, v \in W_{i}, \quad i=1,2, \\
& (f, v)_{i}=\int_{\Omega_{i}} f v \quad \forall v \in W_{i}, \quad i=1,2,
\end{aligned}
$$

and

$$
a(u, v)=a_{1}(u, v)+a_{2}(u, v), \quad(f, v)=(f, v)_{1}+(f, v)_{2} .
$$

We also use the following bilinear form on the interface,

$$
\langle u, v\rangle=\int_{\Gamma} u v \quad \forall u, v \in V_{\Gamma} .
$$

The model problem may be written equivalently in the following multidomain formulation:

$$
\begin{cases}-v_{1} \Delta u=f, & \text { in } \Omega_{1}, \\ u_{1}=u_{2}, & \text { on } \Gamma, \\ v_{1} \frac{\partial u_{1}}{\partial \mathbf{n}_{1}}=-v_{2} \frac{\partial u_{2}}{\partial \mathbf{n}_{2}}, & \text { on } \Gamma, \\ -v_{2} \Delta u=f, & \text { in } \Omega_{2} .\end{cases}
$$

The second and the third equations corresponding to Dirichlet and Neumann boundary conditions are imposed to ensure the continuity of the solution and the flux across the interface $\Gamma$. To solve the multidomain problem, we have the following three iterative methods and we would like to write them into weak forms.

Algorithm 2.1 (The Dirichlet-Neumann Algorithm [11]). Given $u_{\Gamma}^{0}(=0) \in V_{\Gamma}$, compute as the following steps until converge:
Step 1: solve the Dirichlet problem in $\Omega_{1}$,

$$
\begin{cases}a_{1}\left(u_{1}^{n+1}, v\right)=(f, v)_{1}, & \forall v \in W_{1}^{0}, \\ u_{1}^{n+1}=0, & \text { on } \partial \Omega_{1} \backslash \Gamma, \\ u_{1}^{n+1}=u_{\Gamma^{\prime}}^{n} & \text { on } \Gamma ;\end{cases}
$$

Step 2: solve the Neumann problem in $\Omega_{2}$,

$$
\begin{aligned}
a_{2}\left(u_{2}^{n+1}, v\right) & =(f, v)_{2}-\left\langle v_{1} \frac{\partial u_{1}^{n+1}}{\partial \mathbf{n}_{1}}, v\right\rangle \\
& =(f, v)_{2}+\left(f, T_{1} \gamma_{0} v\right)_{1}-a_{1}\left(u_{1}^{n+1}, T_{1} \gamma_{0} v\right) \quad \forall v \in W_{2}
\end{aligned}
$$

where $T_{i}: V_{\Gamma} \rightarrow W_{i}$ is an arbitrary extension operator and $\gamma_{0}: W_{1} \rightarrow V_{\Gamma}$ is the trace operator; Step 3: get the next iterate by a relaxation,

$$
u_{\Gamma}^{n+1}=\theta u_{2}^{n+1}+(1-\theta) u_{\Gamma}^{n} \quad \text { on } \Gamma \text {, }
$$

with an appropriate $\theta$.
Algorithm 2.2 (The Neumann-Neumann Algorithm [11]). Given $u_{\Gamma}^{0}(=0) \in V_{\Gamma}$, compute as the following steps until converge:
Step 1: solve the Dirichlet problems in $\Omega_{i}, i=1,2$,

$$
\begin{cases}a_{i}\left(u_{i}^{n+1}, v\right)=(f, v)_{i}, & \forall v \in W_{i}^{0}, \\ u_{i}^{n+1}=0, & \text { on } \partial \Omega_{i} \backslash \Gamma, \\ u_{i}^{n+1}=u_{\Gamma}^{n}, & \text { on } \Gamma,\end{cases}
$$

Step 2: solve the Neumann problems in $\Omega_{i}, i=1,2$,

$$
\begin{aligned}
a_{i}\left(w_{i}^{n+1}, v\right) & =\delta_{i}^{\dagger}\left\langle v_{1} \frac{\partial u_{1}^{n+1}}{\partial \mathbf{n}_{1}}+v_{2} \frac{\partial u_{2}^{n+1}}{\partial \mathbf{n}_{2}}, v\right\rangle \\
& =\delta_{i}^{\dagger}\left(a_{1}\left(u_{1}^{n+1}, T_{1} \gamma_{0}^{i} v\right)-\left(f, T_{1} \gamma_{0}^{i} v\right)_{1}+a_{2}\left(u_{2}^{n+1}, T_{2} \gamma_{0}^{i} v\right)-\left(f, T_{2} \gamma_{0}^{i} v\right)_{2}\right) \quad \forall v \in W_{i},
\end{aligned}
$$

where $\delta_{1}^{\dagger}$ and $\delta_{2}^{\dagger}$ are positive weights with $\delta_{1}^{\dagger}+\delta_{2}^{\dagger}=1$ and $\gamma_{0}^{i}: W_{i} \rightarrow V_{\Gamma}$ is the trace operator; Step 3: get the next iterate by a relaxation,

$$
u_{\Gamma}^{n+1}=u_{\Gamma}^{n}-\theta\left(\delta_{1}^{\dagger} w_{1}^{n+1}+\delta_{2}^{\dagger} w_{2}^{n+1}\right),
$$

with an appropriate $\theta$.

Algorithm 2.3 (The Dirichlet-Dirichlet Algorithm [11]). Given $\lambda_{\Gamma}^{0}(=0) \in V_{\Gamma}$, compute as the following steps until converge:
Step 1: set $\lambda_{1}^{n}=-\lambda_{2}^{n}=\lambda_{\Gamma}^{n}$, solve the Neumann problems with in $\Omega_{i}, i=1,2$,

$$
a_{i}\left(u_{i}^{n+1}, v\right)=(f, v)_{i}+\left\langle\lambda_{i}^{n}, v\right\rangle \quad \forall v \in H_{\Gamma}^{1}\left(\Omega_{i}\right) ;
$$

Step 2: solve the Dirichlet problem in $\Omega_{i}, i=1,2$,

$$
\begin{cases}a_{i}\left(w_{i}^{n+1}, v\right)=0, & \forall v \in W_{i}^{0}, \\ w_{i}^{n+1}=0, & \text { on } \partial \Omega_{i} \backslash \Gamma, \\ w_{i}^{n+1}=\delta_{i}^{\dagger}\left(u_{1}^{n+1}-u_{2}^{n+1}\right), & \text { on } \Gamma,\end{cases}
$$

where $\delta_{1}^{\dagger}$ and $\delta_{2}^{\dagger}$ are positive weights with $\delta_{1}^{\dagger}+\delta_{2}^{\dagger}=1$;
Step 3: get the next iterate by a relaxation,

$$
\lambda_{\Gamma}^{n+1}=\lambda_{\Gamma}^{n}-\theta\left(\delta_{1}^{\dagger} v_{1} \frac{\partial w_{1}^{n+1}}{\partial \mathbf{n}_{1}}+\delta_{2}^{\dagger} v_{2} \frac{\partial w_{2}^{n+1}}{\partial \mathbf{n}_{2}}\right)
$$

with an appropriate $\theta$.
The matching conditions may be changed equivalently by the combinations of the Dirichlet and Neumann interface conditions as follows:

$$
\begin{cases}\gamma_{1} u_{1}+v_{1} \frac{\partial u_{1}}{\partial \mathbf{n}_{1}}=\gamma_{1} u_{2}+v_{2} \frac{\partial u_{2}}{\partial \mathbf{n}_{1}}=: g_{1}, & \text { on } \Gamma, \\ \gamma_{2} u_{2}+v_{2} \frac{\partial u_{2}}{\partial \mathbf{n}_{2}}=\gamma_{2} u_{1}+v_{1} \frac{\partial u_{1}}{\partial \mathbf{n}_{2}}=: g_{2}, & \text { on } \Gamma,\end{cases}
$$

where the Robin parameters $\gamma_{1}, \gamma_{2}$ are positive numbers. Therefore, we have the following Robin-Robin algorithm.
Algorithm 2.4 (The Robin-Robin Algorithm [1]). Given $g_{1}^{0}(=0) \in V_{\Gamma}, \gamma_{1}, \gamma_{2}>0$, compute as the following steps until converge:
Step 1: solve the problem with Robin boundary condition in $\Omega_{1}$,

$$
a_{1}\left(u_{1}^{n}, v\right)+\gamma_{1}\left\langle u_{1}^{n}, v\right\rangle=(f, v)_{1}+\left\langle g_{1}^{n}, v\right\rangle \quad \forall v \in W_{1} ;
$$

Step 2: update the interface condition,

$$
g_{2}^{n}=\left(\gamma_{1}+\gamma_{2}\right) u_{1}^{n}-g_{1}^{n} \quad \text { on } \Gamma ;
$$

Step 3: solve the problem with Robin boundary condition in $\Omega_{2}$,

$$
a_{2}\left(u_{2}^{n}, v\right)+\gamma_{2}\left\langle u_{2}^{n}, v\right\rangle=(f, v)_{2}+\left\langle g_{2}^{n}, v\right\rangle \quad \forall v \in W_{2} ;
$$

Step 4: update the interface condition,

$$
\tilde{g}_{1}^{n}=\left(\gamma_{1}+\gamma_{2}\right) u_{2}^{n}-g_{2}^{n} \quad \text { on } \Gamma ;
$$

Step 5: get the next iterate by a relaxation,

$$
g_{1}^{n+1}=\theta \tilde{g}_{1}^{n}+(1-\theta) g_{1}^{n}
$$

with an appropriate $\theta$.

## 3 Influence of discontinuous coefficients on convergence rates

In this section, we will explore the influence of discontinuous coefficients on convergence rates and confirm the optimal parameters of the algorithms in the previous section.

First, we give some preliminaries. Define $\mathcal{H}_{i}: V_{\Gamma} \rightarrow W_{i}$ as follows:

$$
\begin{cases}a_{i}\left(\mathcal{H}_{i} u_{\Gamma}, v\right)=0, & \forall v \in W_{i}^{0}, \\ \mathcal{H}_{i} u_{\Gamma}=0, & \text { on } \partial \Omega_{i} \backslash \Gamma, \\ \mathcal{H}_{i} u_{\Gamma}=u_{\Gamma}, & \text { on } \Gamma .\end{cases}
$$

The operator $\mathcal{H}_{i}$ is known as the 'discrete harmonic extension'. We note that the coefficient $v_{i}$ in $a_{i}(\cdot, \cdot)$ can be omitted because of the zero source term. Define $S_{i}$ to be a linear operator as follows:

$$
\left\langle S_{i} u_{\Gamma}, v_{\Gamma}\right\rangle=a_{i}\left(\mathcal{H}_{i} u_{\Gamma}, T_{i} v_{\Gamma}\right) \quad \forall v_{\Gamma} \in V_{\Gamma},
$$

where $T_{i}: V_{\Gamma} \rightarrow W_{i}$ is an arbitrary extension operator. Obviously, $S_{i}$ is symmetric and positive definite. Then, we will give the error operators of the four DD algorithms in the following lemma. Actually, the proof of the following lemma may be found in [11] and [1]. For completeness, we give a brief proof here.

Lemma 3.1. The error operators of the $D-N$ algorithm, $N-N$ algorithm, $D-D$ algorithm and $R-R$ algorithm are $R_{1}, R_{2}, R_{3}$ and $R_{4}$, respectively, where

$$
\begin{aligned}
& R_{1}=I-\theta S_{2}^{-1}\left(S_{1}+S_{2}\right), \\
& R_{2}=I-\theta\left(D_{1} S_{1}^{-1} D_{1}+D_{2} S_{2}^{-1} D_{2}\right)\left(S_{1}+S_{2}\right), \\
& R_{3}=I-\theta\left(D_{1} S_{1} D_{1}+D_{2} S_{2} D_{2}\right)\left(S_{1}^{-1}+S_{2}^{-1}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
R_{4} & =I-\theta\left(\gamma_{1} I-S_{2}\right)\left(\gamma_{2} I+S_{2}\right)^{-1}\left(\left(\gamma_{2} I+S_{2}\right)\left(\gamma_{1} I-S_{2}\right)^{-1}-\left(\gamma_{2} I-S_{1}\right)\left(\gamma_{1} I+S_{1}\right)^{-1}\right) \\
& =I-\theta\left(I-\left(\gamma_{1} I-S_{2}\right)\left(\gamma_{2} I+S_{2}\right)^{-1}\left(\gamma_{2} I-S_{1}\right)\left(\gamma_{1} I+S_{1}\right)^{-1}\right) .
\end{aligned}
$$

Proof. To deduct the error operators, it is sufficient to consider the homogeneous case, $f \equiv 0$, by linearity. For simplicity, we use the same letters to denote the functions and corresponding errors in the proof without causing any confusion.

We first consider the D-N algorithm. From the definition of discrete harmonic extension and Step 1 of Algorithm 2.1, we know $u_{1}^{n+1}=\mathcal{H}_{1} u_{\Gamma}^{n}$, then by the definition of $S_{i}$ and Step 2 of Algorithm 2.1, we have

$$
\begin{equation*}
a_{2}\left(u_{2}^{n+1}, T_{2} \gamma_{0} v\right)=-a_{1}\left(u_{1}^{n+1}, T_{1} \gamma_{0} v\right)=-\left\langle S_{1} u_{\Gamma}^{n}, v\right\rangle \quad \forall v \in V_{\Gamma} . \tag{3.1}
\end{equation*}
$$

Here we note that if we set $v=0$ in (3.1), we have

$$
\begin{equation*}
a_{2}\left(u_{2}^{n+1}, w\right)=0 \quad \forall w \in W_{2}^{0}, \tag{3.2}
\end{equation*}
$$

which reflects that $u_{2}^{n+1}=\mathcal{H}_{2}\left(\left.u_{2}^{n+1}\right|_{\Gamma}\right)$. Therefore, it holds that

$$
\left\langle S_{2}\left(u_{2}^{n+1} \mid \Gamma\right), v\right\rangle=-\left\langle S_{1} u_{\Gamma}^{n}, v\right\rangle \quad \forall v \in V_{\Gamma} .
$$

Because $S_{2}$ is a positive definite operator, we have

$$
\begin{equation*}
\left.u_{2}^{n+1}\right|_{\Gamma}=-S_{2}^{-1} S_{1} u_{\Gamma}^{n} . \tag{3.3}
\end{equation*}
$$

Combining (3.3) and Step 3 of Algorithm 2.1, we obtain the error operator of D-N algorithm, i.e.

$$
\begin{aligned}
u_{\Gamma}^{n+1} & =\left.\theta u_{2}^{n+1}\right|_{\Gamma}+(1-\theta) u_{\Gamma}^{n} \\
& =-\theta S_{2}^{-1} S_{1} u_{\Gamma}^{n}+(1-\theta) u_{\Gamma}^{n} \\
& =\left(I-\theta S_{2}^{-1}\left(S_{1}+S_{2}\right)\right) u_{\Gamma}^{n} .
\end{aligned}
$$

We next consider the N-N algorithm. From the definition of $S_{i}$ and Step 1, Step 2 of Algorithm 2.2, we have

$$
a_{i}\left(w_{i}^{n+1}, T_{i} \gamma_{0} v\right)=\delta_{i}^{\dagger}\left(\left\langle S_{1} u_{\Gamma}^{n}, v\right\rangle+\left\langle S_{2} u_{\Gamma}^{n}, v\right\rangle\right) .
$$

Similar to (3.2), we have $w_{i}^{n+1}=\mathcal{H}_{i}\left(\left.w_{i}^{n+1}\right|_{\Gamma}\right)$. Therefore, it holds that

$$
\begin{equation*}
\left.w_{i}^{n+1}\right|_{\Gamma}=S_{i}^{-1}\left(\delta_{i}^{\dagger}\left(S_{1}+S_{2}\right) u_{\Gamma}^{n}\right) . \tag{3.4}
\end{equation*}
$$

By (3.4) and Step 3 of Algorithm 2.2, the error operator is obtained as follows:

$$
\begin{aligned}
u_{\Gamma}^{n+1} & =u_{\Gamma}^{n}-\theta\left(\delta_{1}^{\dagger} S_{1}^{-1}\left(\delta_{1}^{\dagger}\left(S_{1}+S_{2}\right) u_{\Gamma}^{n}\right)+\delta_{2}^{\dagger} S_{2}^{-1}\left(\delta_{2}^{\dagger}\left(S_{1}+S_{2}\right) u_{\Gamma}^{n}\right)\right) \\
& =\left(I-\theta\left(D_{1} S_{1}^{-1} D_{1}+D_{2} S_{2}^{-1} D_{2}\right)\left(S_{1}+S_{2}\right)\right) u_{\Gamma}^{n},
\end{aligned}
$$

where $D_{i}=\delta_{i}^{\dagger} I, i=1,2$.
The error operator of D-D algorithm may be derived similar to the $\mathrm{N}-\mathrm{N}$ algorithm. By the definitions of $\mathcal{H}_{i}, S_{i}$ and Steps 1,2 of Algorithm 2.3, we have

$$
\begin{aligned}
w_{i}^{n+1} & =\mathcal{H}_{i}\left(\delta_{i}^{\dagger}\left(\left.u_{1}^{n+1}\right|_{\Gamma}-\left.u_{2}^{n+1}\right|_{\Gamma}\right)\right) \\
& =\mathcal{H}_{i}\left(\delta_{i}^{\dagger}\left(S_{1}^{-1} \lambda_{1}^{n}-S_{2}^{-1} \lambda_{2}^{n}\right)\right) \\
& =\mathcal{H}_{i}\left(\delta_{i}^{\dagger}\left(S_{1}^{-1}+S_{2}^{-1}\right) \lambda_{\Gamma}^{n}\right) .
\end{aligned}
$$

Then by the interface update condition in Step 3, we get

$$
\lambda_{\Gamma}^{n+1}=\left(I-\theta\left(D_{1} S_{1} D_{1}+D_{2} S_{2} D_{2}\right)\left(S_{1}^{-1}+S_{2}^{-1}\right)\right) \lambda_{\Gamma}^{n}
$$

As to the R-R algorithm, for $i=1,2$, we have the following error equation,

$$
a_{i}\left(u_{i}^{n}, T_{i} \gamma_{0} v\right)+\gamma_{i}\left\langle\left. u_{i}^{n}\right|_{\Gamma}, v\right\rangle=\left\langle g_{i}^{n}, v\right\rangle \quad \forall v \in V_{\Gamma} .
$$

By the definitions of $\mathcal{H}_{i}, S_{i}, i=1,2$, we have

$$
\begin{equation*}
g_{i}^{n}=\left.\left(\gamma_{i} I+S_{i}\right) u_{i}^{n}\right|_{\Gamma} . \tag{3.5}
\end{equation*}
$$

Using the interface update in Step 2 of Algorithm 2.4 and (3.5), we have

$$
\begin{align*}
g_{2}^{n} & =\left.\left(\gamma_{1}+\gamma_{2}\right) u_{1}^{n}\right|_{\Gamma}-g_{1}^{n} \\
& =\left(\gamma_{1}+\gamma_{2}\right)\left(\gamma_{1} I+S_{1}\right)^{-1} g_{1}^{n}-\left(\gamma_{1} I+S_{1}\right)\left(\gamma_{1} I+S_{1}\right)^{-1} g_{1}^{n} \\
& =\left(\gamma_{2} I-S_{1}\right)\left(\gamma_{1} I+S_{1}\right)^{-1} g_{1}^{n} . \tag{3.6}
\end{align*}
$$

Then by the second interface update in Step 4 of Algorithm 2.4, (3.6) and (3.5), it holds that

$$
\begin{align*}
\tilde{g}_{1}^{n} & =\left(\gamma_{1}+\gamma_{2}\right) u_{2}^{n}-g_{2}^{n} \\
& =\left(\gamma_{1}+\gamma_{2}\right)\left(\gamma_{2} I+S_{2}\right)^{-1} g_{2}^{n}-\left(\gamma_{2} I+S_{2}\right)\left(\gamma_{2} I+S_{2}\right)^{-1} g_{2}^{n} \\
& =\left(\gamma_{1} I-S_{2}\right)\left(\gamma_{2} I+S_{2}\right)^{-1} g_{2}^{n} \\
& =\left(\gamma_{1} I-S_{2}\right)\left(\gamma_{2} I+S_{2}\right)^{-1}\left(\gamma_{2} I-S_{1}\right)\left(\gamma_{1} I+S_{1}\right)^{-1} g_{1}^{n} . \tag{3.7}
\end{align*}
$$

At last, by the relaxation step and (3.7), we obtain the error operator of R-R algorithm, i.e.

$$
\begin{aligned}
g_{1}^{n+1} & =\theta \tilde{g}_{1}^{n}+(1-\theta) g_{1}^{n} \\
& =\left(I-\theta\left(I-\left(\gamma_{1} I-S_{2}\right)\left(\gamma_{2} I+S_{2}\right)^{-1}\left(\gamma_{2} I-S_{1}\right)\left(\gamma_{1} I+S_{1}\right)^{-1}\right)\right) g_{1}^{n} \\
& =\left(I-\theta\left(\gamma_{1} I-S_{2}\right)\left(\gamma_{2} I+S_{2}\right)^{-1}\left(\left(\gamma_{2} I+S_{2}\right)\left(\gamma_{1} I-S_{2}\right)^{-1}-\left(\gamma_{2} I-S_{1}\right)\left(\gamma_{1} I+S_{1}\right)^{-1}\right)\right) g_{1}^{n} .
\end{aligned}
$$

This completes the proof.
The next task is to analyze how the spectral radius of $R_{i}$ rely on the discontinuous coefficients $\nu_{1}, v_{2}$ and how to choose appropriate $\theta$ and $\delta_{i}^{\dagger}$ to accelerate the iterations.

### 3.1 Symmetric case

In this subsection, we suppose that $\Omega_{1}$ and $\Omega_{2}$ are symmetric with respect to $\Gamma$. Then we have

$$
\begin{equation*}
S_{1} / v_{1}=S_{2} / v_{2} \tag{3.8}
\end{equation*}
$$

As a result, if $(\lambda, v)$ is an eigenpair of $S_{1} / v_{1}, v_{1} \lambda$ and $v_{2} \lambda$ will be the eigenvalues of $S_{1}$ and $S_{2}$ corresponding to eigenvector $v$, respectively. Then it is easy to check that

$$
\begin{aligned}
& \lambda\left(R_{1}\right)=1-\theta\left(1+\frac{v_{1}}{v_{2}}\right), \\
& \lambda\left(R_{2}\right)=1-\theta\left(\left(\delta_{1}^{\dagger}\right)^{2}\left(1+\frac{v_{2}}{v_{1}}\right)+\left(\delta_{2}^{\dagger}\right)^{2}\left(1+\frac{v_{1}}{v_{2}}\right)\right), \\
& \lambda\left(R_{3}\right)=1-\theta\left(\left(\delta_{1}^{\dagger}\right)^{2}\left(1+\frac{v_{1}}{v_{2}}\right)+\left(\delta_{2}^{\dagger}\right)^{2}\left(1+\frac{v_{2}}{v_{1}}\right)\right), \\
& \lambda\left(R_{4}\right)=1-\theta\left(1-\frac{\gamma_{1}-v_{2} \lambda}{\gamma_{1}+v_{1} \lambda} \cdot \frac{\gamma_{2}-v_{1} \lambda}{\gamma_{2}+v_{2} \lambda}\right),
\end{aligned}
$$



Figure 1: $\Omega$ is divided into two symmetric subdomains $\Omega_{1}, \Omega_{2}$ and their interface $\Gamma$.
where $\lambda(T)$ denotes the eigenvalue of operator $T$.
We may find that the eigenvalues of $R_{1}, R_{2}, R_{3}$ are independent of $\lambda$, thus we have
Theorem 3.1. In the symmetric case, the convergence rate of Algorithms 2.1, 2.2, 2.3 can be reduced to 0 by choosing suitable $\theta$, that is to say, the methods become direct solvers.

Proof. Set

$$
\begin{aligned}
& \theta_{1}=\frac{1}{1+\frac{v_{1}}{v_{2}}} \\
& \theta_{2}=\frac{1}{\left(\delta_{1}^{\dagger}\right)^{2}\left(1+\frac{v_{2}}{v_{1}}\right)+\left(\delta_{2}^{\dagger}\right)^{2}\left(1+\frac{v_{1}}{v_{2}}\right)} \\
& \theta_{3}=\frac{1}{\left(\delta_{1}^{\dagger}\right)^{2}\left(1+\frac{v_{1}}{v_{2}}\right)+\left(\delta_{2}^{\dagger}\right)^{2}\left(1+\frac{v_{2}}{v_{1}}\right)}
\end{aligned}
$$

and we get the conclusion.
Remark 3.1. For a general $\theta$, the convergence behaviours will be quite different between D-N algorithm and N-N algorithm, D-D algorithm.

For a $\theta$ near 1, the convergence rate of D-N algorithm relies on $v_{1} / v_{2}$ and if $v_{1} \ll v_{2}$, the iteration will perform quite well. In other word, the D-N algorithm benefit from the jump of discontinuous coefficients. But for N-N algorithm and D-D algorithm, we could not obtain such a good property. The range of function

$$
f\left(\delta_{1}^{\dagger}\right)=\left(\delta_{1}^{\dagger}\right)^{2}\left(1+v_{2} / v_{1}\right)+\left(1-\delta_{1}^{\dagger}\right)^{2}\left(1+v_{1} / v_{2}\right)
$$

is $\left[1, \max \left\{1+v_{1} / v_{2}, 1+v_{2} / v_{1}\right\}\right]$. So $\mathrm{N}-\mathrm{N}$ algorithm could not benefit from the discontinuous coefficients. The optimal choice of $\delta_{1}^{\dagger}, \delta_{2}^{\dagger}$ is

$$
\delta_{1}^{\dagger}=\frac{v_{1}^{\gamma}}{v_{1}^{\gamma}+v_{2}^{\gamma}}, \quad \delta_{2}^{\dagger}=\frac{v_{2}^{\gamma}}{v_{1}^{\gamma}+v_{2}^{\gamma}}, \quad \gamma \in[1 / 2, \infty) .
$$

Here, we choose $\gamma=1 / 2$, then

$$
f\left(\delta_{1}^{\dagger}\right)=\frac{2\left(v_{1}+v_{2}\right)}{\left(\sqrt{v_{1}}+\sqrt{v_{2}}\right)^{2}} \in(1,2)
$$

and the convergence rate of $\mathrm{N}-\mathrm{N}$ algorithm will be independent of $v_{1}, v_{2}$. The case of D-D algorithm is similar.

For the Robin-Robin algorithm, we may find that the spectrum depends on the eigenvalue $\lambda$, which is different from other three algorithms. The following theorem can be obtained by analyzing the function $\lambda\left(R_{4}\right)$.
Theorem 3.2. In the symmetric case, the convergence rate of Algorithm 2.4 is bounded by $C v_{1} / v_{2}$ by choosing $\gamma_{1} \geq C_{1} v_{2} h^{-1}, 0<\gamma_{2} \leq c_{0} v_{1}$ and $\theta=\frac{2}{2+v_{1} / v_{2}}$.
Proof. Let

$$
\lambda\left(R_{4}\right)=1-\theta(1+\omega(\lambda)),
$$

where

$$
\omega(\lambda)=-\frac{\gamma_{1}-v_{2} \lambda}{\gamma_{1}+v_{1} \lambda} \cdot \frac{\gamma_{2}-v_{1} \lambda}{\gamma_{2}+v_{2} \lambda} .
$$

The derivation of $\omega(\lambda)$ is

$$
\begin{equation*}
\omega^{\prime}(\lambda)=\frac{\left(\gamma_{1}+\gamma_{2}\right)\left(v_{1}+v_{2}\right)\left(\gamma_{1} \gamma_{2}-v_{1} v_{2} \lambda^{2}\right)}{\left(\gamma_{1}+v_{1} \lambda\right)^{2}\left(\gamma_{2}+\gamma_{2} \lambda\right)^{2}} . \tag{3.9}
\end{equation*}
$$

It is known $[1,12]$ that

$$
\lambda \in\left[c_{0}, C_{1} h^{-1}\right],
$$

then by choosing $0<\gamma_{2} \leq c_{0} \nu_{1}, \gamma_{1} \geq C_{1} v_{2} h^{-1}$ and (3.9), $\omega(\lambda)$ attains the maximum value at $\lambda_{0}=\sqrt{\frac{\gamma_{1} \gamma_{2}}{\nu_{1} v_{2}}}$ and we have

$$
\omega(\lambda) \in\left(0, t^{2}\left(\frac{\eta-1 / t}{\eta+t}\right)^{2}\right] \subset\left(0, t^{2}\right)
$$

where $\eta=\sqrt{\frac{\gamma_{1}}{\gamma_{2}}}, t=\sqrt{\frac{\nu_{1}}{v_{2}}}$. Then the optimal choice of $\theta$ is obtained by

$$
1-\theta+1-\theta\left(1+\frac{v_{1}}{v_{2}}\right)=0 .
$$

That is $\theta=\theta_{0}=\frac{2}{2+v_{1} / v_{2}}$, and the convergence rate is bounded by $1-\theta_{0}\left(1+\frac{v_{1}}{v_{2}}\right)<\frac{v_{1}}{2 v_{2}}$.
We may find that the Robin-Robin algorithm benefits from the jump of discontinuous coefficients in the symmetric case.

### 3.2 Nonsymmetric case

In the nonsymmetric case, the equality (3.8) is no longer available. Instead, the next lemma is useful in the analysis.

Lemma 3.2. There exists positive constants $c_{i}, C_{i}$, independent of $h$, such that for any $v \in W_{\Gamma}$,

$$
\begin{equation*}
c_{i}|v|_{1, \Omega_{i}}^{2} \leq\|v\|_{H_{00}^{1 / 2}(\Gamma)}^{2} \leq C_{i}|v|_{1, \Omega_{i}}^{2} . \tag{3.10}
\end{equation*}
$$

By (3.10), we may get the equivalence between $S_{1}$ and $S_{2}$ while they no longer have the same eigenvector. Therefore, none of the algorithms is a direct solver. Actually, the algorithms could be divided into two groups according to their convergence behaviours. The first group contains D-N algorithm and R-R algorithm. Both of them could benefit from the jump of discontinuous coefficients. To be detailed, we have the following two results.

Theorem 3.3. In the discontinuous coefficients case, the convergence rate of $D-N$ algorithm will be bounded by $\frac{v_{1}}{v_{2}}$ if $v_{1} \ll v_{2}$.

Proof. We know

$$
R_{1}=1-\theta S_{2}^{-1} S=1-\theta S_{2}^{-1}\left(S_{1}+S_{2}\right),
$$

and we just need to find the spectrum of $S_{2}^{-1} S$.
By (3.10), for any $u_{\Gamma} \in W_{\Gamma}$,

$$
\begin{align*}
& \lambda\left(S_{2}^{-1} S\right)=\frac{\left\langle S u_{\Gamma}, u_{\Gamma}\right\rangle}{\left\langle S_{2} u_{\Gamma}, u_{\Gamma}\right\rangle},  \tag{3.11}\\
& \left\langle S_{2} u_{\Gamma}, u_{\Gamma}\right\rangle \leq\left\langle S u_{\Gamma}, u_{\Gamma}\right\rangle \leq\left\langle\left(1+\frac{C_{2}}{c_{1}} \cdot \frac{v_{1}}{v_{2}}\right) S_{2} u_{\Gamma}, u_{\Gamma}\right\rangle . \tag{3.12}
\end{align*}
$$



Figure 2: $\Omega$ is divided into two nonsymmetric subdomains $\Omega_{1}, \Omega_{2}$ and their interface $\Gamma$.

Combining (3.11), (3.12), we have

$$
\lambda\left(S_{2}^{-1} S\right) \subset\left[1,1+\frac{C_{2}}{c_{1}} \cdot \frac{v_{1}}{v_{2}}\right],
$$

and the optimal choice of $\theta$ is $\theta_{0}=\frac{2}{2+\frac{c_{2}}{c_{1}} \cdot \frac{v_{1}}{v_{2}}}$. Then the convergence rate is bounded by $\frac{v_{1}}{v_{2}}$.

Theorem 3.4. In the discontinuous coefficients case, if $v_{1} \ll v_{2}$, the convergence rate of the RobinRobin algorithm will be bounded by $\frac{v_{1}}{v_{2}}$ with $\gamma_{1} \geq C_{0} v_{2} h^{-1}, 0<\gamma_{2} \leq c_{0} v_{1}$.
Proof. We have

$$
R_{4}=I-\theta P_{4}^{-1} G,
$$

where

$$
\begin{aligned}
& P_{4}^{-1}=\left(\gamma_{1} I-S_{2}\right)\left(\gamma_{2} I+S_{2}\right)^{-1}, \\
& G=\left(\gamma_{2} I+S_{2}\right)\left(\gamma_{1} I-S_{2}\right)^{-1}-\left(\gamma_{2} I-S_{1}\right)\left(\gamma_{1} I+S_{1}\right)^{-1} .
\end{aligned}
$$

For any $g \in W_{\Gamma}$, it holds that [5]

$$
\begin{align*}
& \frac{\gamma_{2}}{\gamma_{1}}\|g\|_{0, \Gamma}^{2}+\frac{\gamma_{1}+\gamma_{2}}{\gamma_{1}^{2}}|g|_{S_{2}}^{2} \leq\left\langle P_{4} g, g\right\rangle \leq \frac{\gamma_{2}}{\gamma_{1}}\|g\|_{0, \Gamma}^{2}+\frac{\gamma_{1}+\gamma_{2}}{\gamma_{1}^{2}}|g|_{S_{2},}^{2}  \tag{3.13}\\
& \frac{\gamma_{1}+\gamma_{2}}{(2+\delta) \gamma_{1}^{2}}|g|_{S_{1}}^{2}+\frac{\gamma_{1}+\gamma_{2}}{\gamma_{1}^{2}}|g|_{S_{2}}^{2} \leq\langle G g, g\rangle \leq \frac{\gamma_{1}+\gamma_{2}}{\gamma_{1}^{2}}|g|_{S_{1}}^{2}+\frac{2\left(\gamma_{1}+\gamma_{2}\right)}{\gamma_{1}^{2}}|g|_{S_{2}}^{2} \tag{3.14}
\end{align*}
$$

where $\delta$ is an arbitrary positive constant independent of $h$, and $|\cdot|_{S_{i}}^{2}=\left\langle S_{i} \cdot, \cdot\right\rangle, i=1,2$. Additionally, we have

$$
\begin{equation*}
|g|_{s_{i}}^{2} \leq C v_{i} h^{-1}\|g\|_{0, \Gamma}^{2} . \tag{3.15}
\end{equation*}
$$

By (3.13), (3.14) and (3.15), we have the upper bound estimate, i.e.

$$
\begin{aligned}
\langle G g, g\rangle & \leq \frac{\gamma_{1}+\gamma_{2}}{\gamma_{1}^{2}}|g|_{S_{1}}^{2}+\frac{2\left(\gamma_{1}+\gamma_{2}\right)}{\gamma_{1}^{2}}|g|_{S_{2}}^{2} \\
& \leq \frac{C^{\prime}\left(\gamma_{1}+\gamma_{2}\right)}{\gamma_{1}^{2}}\left(1+C \frac{v_{1}}{v_{2}}\right)|g|_{S_{2}}^{2} \\
& \leq\left(1+C \frac{v_{1}}{v_{2}}\right)\left\langle P_{4} g, g\right\rangle
\end{aligned}
$$

with a suitable $\gamma_{1} \geq C v_{2} h^{-1}$.
By trace theorem and Poincaré inequality, we have

$$
\begin{equation*}
\|g\|_{0, \Gamma}^{2} \leq C\left|\mathcal{H}_{i} g\right|_{1, \Omega_{i}}^{2} \leq \frac{C}{v_{i}}|g|_{S_{i}}^{2} . \tag{3.16}
\end{equation*}
$$

Then it follows (3.13), (3.14), (3.16) that

$$
\begin{aligned}
\left\langle P_{4} g, g\right\rangle & \leq \frac{\gamma_{2}}{\gamma_{1}}\|g\|_{0, \Gamma}^{2}+\frac{\gamma_{1}+\gamma_{2}}{\gamma_{1}^{2}}|g|_{S_{2}}^{2} \\
& \leq \frac{c_{0} C}{\gamma_{1}}|g|_{S_{1}}^{2}+\frac{\gamma_{1}+\gamma_{2}}{\gamma_{1}^{2}}|g|_{S_{2}}^{2} \\
& \leq\langle G g, g\rangle
\end{aligned}
$$

with a suitable $\gamma_{2} \leq c_{0} v_{1}$.
Therefore,

$$
\begin{equation*}
1 \leq \lambda\left(P_{4}^{-1} G\right) \leq\left(1+C \frac{v_{1}}{v_{2}}\right) . \tag{3.17}
\end{equation*}
$$

Here $\theta$ is selected to be $\frac{2}{2+C \frac{v_{1}}{v_{2}}}$, and the convergence rate is bounded by $\frac{v_{1}}{v_{2}}$.
Remark 3.2. In the two theorems above, we assume $v_{1} \ll v_{2}$ and get convergence rates bounded by $\frac{v_{1}}{v_{2}}$. If $v_{2} \ll v_{1}$, we could start the iterations of D-N algorithm and R-R algorithm by computing the problem with Dirichlet boundary condition and Robin boundary condition in $\Omega_{2}$. Then the convergence rates will be bounded by $\frac{v_{2}}{v_{1}}$. While, for the case $v_{1}=v_{2}$, the convergence rates of D-N algorithm and R-R algorithms are bounded by a constant which is independent of $h$ and less than 1 strictly.

Unlike the first two algorithms, in the case of two subdomains, the N-N algorithm and D-D algorithm could not take advantage of the discontinuous coefficients and their common feature is that the convergence rate may be independent of the jump of coefficients with suitable weights.

Theorem 3.5. The convergence rate of the $\mathrm{N}-\mathrm{N}$ algorithm and $\mathrm{D}-\mathrm{D}$ algorithm may be independent of $\nu_{1}, v_{2}$ by choosing suitable $\delta_{1}^{\dagger}, \delta_{2}^{\dagger}$.

Proof. We have

$$
R_{2}=I-\theta P_{2}^{-1} S=I-\theta\left(D_{1} S_{1}^{-1} D_{1}+D_{2} S_{2}^{-1} D_{2}\right)\left(S_{1}+S_{2}\right)
$$

By (3.10), for any $u_{\Gamma} \in W_{\Gamma}$, it holds that

$$
\begin{equation*}
\lambda\left(P_{2}^{-1} S\right)=\frac{\left\langle S u_{\Gamma}, u_{\Gamma}\right\rangle}{\left\langle P_{2} u_{\Gamma}, u_{\Gamma}\right\rangle}, \tag{3.18}
\end{equation*}
$$

and

$$
\begin{align*}
& \frac{c_{1}}{C_{2}} \cdot \frac{v_{2}}{v_{1}} \leq \frac{\left\langle S_{2} u_{\Gamma}, u_{\Gamma}\right\rangle}{\left\langle S_{1} u_{\Gamma}, u_{\Gamma}\right\rangle} \leq \frac{C_{1}}{c_{2}} \cdot \frac{v_{2}}{v_{1}},  \tag{3.19}\\
& \frac{c_{2}}{C_{1}} \cdot \frac{v_{1}}{v_{2}} \leq \frac{\left\langle S_{1} u_{\Gamma}, u_{\Gamma}\right\rangle}{\left\langle S_{2} u_{\Gamma}, u_{\Gamma}\right\rangle} \leq \frac{C_{2}}{c_{1}} \cdot \frac{v_{1}}{v_{2}} . \tag{3.20}
\end{align*}
$$

Combining (3.18), (3.19), (3.20), we have

$$
\begin{align*}
\left(\delta_{1}^{\dagger}\right)^{2}\left(1+\frac{c_{1}}{C_{2}} \cdot \frac{v_{2}}{v_{1}}\right)+\left(\delta_{2}^{\dagger}\right)^{2}\left(1+\frac{c_{2}}{C_{1}} \cdot \frac{v_{1}}{v_{2}}\right) & \leq \lambda\left(P_{2}^{-1} S\right) \\
& \leq\left(\delta_{1}^{\dagger}\right)^{2}\left(1+\frac{C_{1}}{c_{2}} \cdot \frac{v_{2}}{v_{1}}\right)+\left(\delta_{2}^{\dagger}\right)^{2}\left(1+\frac{C_{2}}{c_{1}} \cdot \frac{v_{1}}{v_{2}}\right) \tag{3.21}
\end{align*}
$$

We denote the left and right sides of inequality (3.21) by $\lambda_{\min }$ and $\lambda_{\text {max }}$, then by choosing $\theta=\theta_{0}=\frac{2}{\lambda_{\text {min }}+\lambda_{\text {max }}}$, we have

$$
\lambda\left(R_{2}\right) \subset\left(-\frac{\lambda_{\max }-\lambda_{\min }}{\lambda_{\max }+\lambda_{\min }}, \frac{\lambda_{\max }-\lambda_{\min }}{\lambda_{\max }+\lambda_{\min }}\right)=\left(-\frac{\kappa-1}{\kappa+1}, \frac{\kappa-1}{\kappa+1}\right) .
$$

We now analyze how $\kappa=\kappa\left(\delta_{1}^{\dagger}\right)$ changes with $\delta_{1}^{\dagger}$, where

$$
\kappa\left(\delta_{1}^{\dagger}\right)=\frac{\lambda_{\max }}{\lambda_{\min }}=\frac{\left(\delta_{1}^{\dagger}\right)^{2}\left(1+\frac{c_{1}}{C_{2}} \cdot \frac{v_{2}}{v_{1}}\right)+\left(\delta_{2}^{\dagger}\right)^{2}\left(1+\frac{c_{2}}{C_{1}} \cdot \frac{v_{1}}{v_{2}}\right)}{\left(\delta_{1}^{\dagger}\right)^{2}\left(1+\frac{C_{1}}{c_{2}} \cdot \frac{v_{2}}{v_{1}}\right)+\left(\delta_{2}^{\dagger}\right)^{2}\left(1+\frac{C_{2}}{c_{1}} \cdot \frac{v_{1}}{v_{2}}\right)} .
$$

The derivation of $\kappa\left(\delta_{1}^{\dagger}\right)$ is

$$
\kappa^{\prime}\left(\delta_{1}^{\dagger}\right)=\frac{\left(\frac{v_{2}}{v_{1}}\left(\frac{c_{1}}{c_{2}}-\frac{C_{2}}{c_{1}}\right)-\frac{v_{1}}{v_{2}}\left(\frac{c_{1}}{c_{2}}-\frac{c_{2}}{C_{1}}\right)\right) \delta_{1}^{\dagger}\left(1-\delta_{1}^{\dagger}\right)}{\left(\left(\delta_{1}^{\dagger}\right)^{2}\left(1+\frac{c_{1}}{C_{1}} \cdot \frac{v_{2}}{v_{1}}\right)+\left(1-\delta_{1}^{\dagger}\right)^{2}\left(1+\frac{c_{2}}{C_{1}} \cdot \frac{v_{1}}{v_{2}}\right)\right)^{2}},
$$

then we know the minimum value of $\kappa\left(\delta_{1}^{\dagger}\right)$ is attained at $\delta_{1}^{\dagger}=0$ or $\delta_{1}^{\dagger}=1$ according to the symbol of the coefficient. However, in both the two cases, the N-N algorithm deteriorates to D-N algorithm. Although, we can choose a $\delta_{1}^{\dagger}$ near 1 or 0 and it seems that the convergence rate benefits from the discontinuous coefficients, we take it as an asymptotic convergence behaviour and we prefer D-N algorithm. In fact, we may choose

$$
\delta_{1}^{\dagger}=\frac{\sqrt{v_{1}}}{\sqrt{v_{1}}+\sqrt{v_{2}}}, \quad \delta_{2}^{\dagger}=\frac{\sqrt{v_{2}}}{\sqrt{v_{1}}+\sqrt{v_{2}}},
$$

so that

$$
\kappa \leq \frac{\max \left\{\frac{C_{1}}{c_{1}}, \frac{C_{2}}{C_{1}}\right\}+1}{\min \left\{\frac{c_{2}}{C_{1}}, \frac{C_{1}}{C_{2}}\right\}+1},
$$

which is independent of $v_{1}$ and $v_{2}$.
The proof of D-D algorithm is similar to that of $\mathrm{N}-\mathrm{N}$ algorithm by setting

$$
\delta_{1}^{\dagger}=\frac{\sqrt{v_{2}}}{\sqrt{v_{1}}+\sqrt{v_{2}}}, \quad \delta_{2}^{\dagger}=\frac{\sqrt{v_{1}}}{\sqrt{v_{1}}+\sqrt{v_{2}}} .
$$

This completes the proof.

Remark 3.3. From the analysis above, we find that the jump of discontinuous coefficients could accelerate the iteration when using the D-N algorithm and the R-R algorithm in the case of two subdomains as the ratio of the smaller coefficient to the larger one ( $v_{1} / v_{2}$ when $v_{1}<v_{2}$ ) dominate their convergence rates. By contrast, the $\mathrm{N}-\mathrm{N}$ algorithm and the D-D algorithm could not benefit from the ratio because the norms of $\Omega_{1}, \Omega_{2}$ need to be controlled by each other.

## 4 The case of many subdomains

In this section, we further consider how the discontinuous coefficients influence the convergence behaviours of these domain decomposition methods and wether the previous properties still hold in the case of many subdomains with red-black partition.


Figure 3: The red-black partition of $\Omega$ into $4 \times 4$ subdomains. The grey blocks denote the black domains and the white blocks denote the red domains. The black dots are cross points.

### 4.1 Preconditioned systems

The algorithms in the case of many subdomains in this paper rely on a red-black partition, so we first introduce the geometric settings. Partition the domain $\Omega$ into two classes of nonoverlapping subdomains $\Omega_{R}, \Omega_{B}$. The red domain is denoted by $\Omega_{R}=\cup \Omega_{i}, i \in \Lambda_{R}$ and the black domain is denoted by $\Omega_{B}=\cup \Omega_{j}, j \in \Lambda_{B}$, where $\Lambda_{R}, \Lambda_{B}$ are the sets of subscripts of subdomains which belong to class $\Omega_{R}, \Omega_{B}$, respectively. The size of subdomains is $H$.

The intersection of subdomains in the same class is either empty or vertex. The interface is $\Gamma:=\partial \Omega_{R} \cap \partial \Omega_{B}$. The vertexes of subdomains, which do not belong to $\partial \Omega$, are called the cross points. $\mathcal{T}_{h}$ is the triangulation same as the case of two subdomains. We assume that the subdomains boundaries do not cut through any element in $\mathcal{T}_{h}$.

Based on the geometric settings, some function spaces are defined. Let $W \in H_{0}^{1}(\Omega)$ be the P1 conforming finite element space. Then let $W_{k}, k \in \Lambda_{R} \cap \Lambda_{B}, W_{R}, W_{B}$ be the spaces which include the functions of $W$ restricted to $\bar{\Omega}_{k}, \bar{\Omega}_{R}, \bar{\Omega}_{B} . W_{k}^{0}, W_{R}^{0}, W_{B}^{0}$ are the subspaces of $W_{k}, W_{R}, W_{B}$ that functions of $W_{k}^{0}, W_{R}^{0}, W_{B}^{0}$ have vanishing traces on $\partial \Omega_{k}, \partial \Omega_{R}, \partial \Omega_{B}$, respectively. The space on the interface $\Gamma$ is defined to be $V_{\Gamma}=\left.W\right|_{\Gamma}$. We also denote $V_{k}:=\left.W\right|_{\partial \Omega_{k}}$. Besides, $V_{\Delta}$ contains functions in $V_{\Gamma}$ who vanish at each node on cross points.

We then introduce some bilinear forms and operators in the case of many subdomains. Define the bilinear form on the subdomain $\Omega_{k}, k \in \Lambda_{R} \cup \Lambda_{B}$ by

$$
a_{k}\left(u_{k}, v_{k}\right)=\int_{\Omega_{k}} v_{k} \nabla u_{k} \cdot \nabla v_{k} \quad \forall u_{k}, v_{k} \in W_{k} .
$$

Define local discrete harmonic extension operator $\mathcal{H}_{k}: V_{k} \rightarrow W_{k}$ as follows:

$$
\begin{cases}a_{k}\left(\mathcal{H}_{k} u_{\Gamma}, v_{k}\right)=0, & \forall v_{k} \in W_{k}^{0}, \\ \mathcal{H}_{k} u_{\Gamma}=u_{\Gamma}, & \text { on } \Gamma,\end{cases}
$$

where $u_{\Gamma} \in V_{k}$. Here we also note that the constant coefficient $v_{k}$ does not affect the result $\mathcal{H}_{k} u_{\Gamma}$. The local Schur complement operator $S_{k}: V_{k} \rightarrow V_{k}$ is defined as follows:

$$
\left\langle S_{k} u_{k}, v_{k}\right\rangle=a_{k}\left(\mathcal{H}_{k} u_{k}, T_{k} v_{k}\right) \quad \forall v_{k} \in V_{k},
$$

where $T_{k}$ is an arbitrary extension operators. We may see that $S_{k}$ is a symmetric and positive semi-definite operator, therefore it may induce a semi-norm of $V_{k}$, i.e. $|\cdot|_{S_{k}}^{2}:=$ $\left\langle S_{k} \cdot, \cdot\right\rangle$ (if $\partial \Omega_{k} \cap \partial \Omega \neq \phi, S_{k}$ will be positive definite and it induces a norm).

Based on the local bilinear forms and operators, we could define global operators. Define the bilinear form on $\Omega_{R}$ by

$$
a_{R}\left(u_{R}, v_{R}\right)=\sum_{k \in \Lambda_{R}} \int_{\Omega_{k}} \nabla u_{R} \cdot \nabla v_{R} \quad \forall u_{R}, v_{R} \in W_{R} .
$$

Define discrete harmonic extension operator $\mathcal{H}_{R}: V_{\Gamma} \rightarrow W_{R}$ as follows:

$$
\begin{cases}a_{R}\left(\mathcal{H}_{R} u_{\Gamma}, v_{R}\right)=0, & \forall v_{R} \in W_{R}^{0} \\ \mathcal{H}_{R} u_{\Gamma}=u_{\Gamma}, & \text { on } \Gamma .\end{cases}
$$

Then the Schur complement operator $S_{R}: V_{\Gamma} \rightarrow V_{\Gamma}$ could be defined, i.e.

$$
\left\langle S_{R} u_{\Gamma}, v_{\Gamma}\right\rangle=a_{R}\left(\mathcal{H}_{R} u_{\Gamma}, T_{R} v_{\Gamma}\right) \quad \forall v_{\Gamma} \in V_{\Gamma},
$$

where $T_{R}: V_{\Gamma} \rightarrow W_{R}$ is an arbitrary extension operator. From the geometric settings, we may see that $\Omega_{R}$ consists of $\Omega_{k}, k \in \Lambda_{R}$ and they are connected by cross points. Therefore, $S_{R}$ is a symmetric and positive definite operator and it induces a norm of $V_{\Gamma}$, i.e. $|\cdot|_{S_{R}}^{2}=$ $\left\langle S_{R} \cdot, \cdot\right\rangle$. Similarly, we may define $a_{B}(\cdot, \cdot), \mathcal{H}_{B}$ and $S_{B}$. The Schur complement operator of the whole subdomains is defined as the sum of $S_{R}$ and $S_{B}$, that is, $S=S_{R}+S_{B}$.

At last, we give the definitions of Schur complement operators of $V_{\Delta}$. Define $\widetilde{S}: V_{\Delta} \rightarrow$ $V_{\Delta}$ as follows:

$$
\left\langle\widetilde{S} u_{\Delta}, u_{\Delta}\right\rangle=\min _{u \in V_{\Gamma},\left.u\right|_{\Gamma_{\Delta}}=u_{\Delta}}\langle S u, u\rangle,
$$

where $\Gamma_{\Delta}$ denotes the degrees of freedom on $\Gamma$ except cross points. From the minimization property and the fact that $S$ is symmetric and positive definite, we know that $\widetilde{S}$ is also a symmetric and positive definite operator and it induces a norm of $V_{\Delta}$. Similarly, $\widetilde{S}_{R}, \widetilde{S}_{B}$ could be defined and they hold the same properties as $\widetilde{S}$.

Now we are in a position to introduce algorithms in the case of many subdomains. We use the following Schur complement system in this paper:

$$
\widetilde{S}_{\Gamma} \tilde{S}^{2}=\tilde{f}_{\Delta} .
$$

The D-N algorithm and N - N algorithm could provide preconditioners for this system, which are $P_{D N}^{-1}=\widetilde{S}_{B}^{-1}$ and $P_{N N}^{-1}=D_{R} \widetilde{S}_{R}^{-1} D_{R}+D_{B} \widetilde{S}_{B}^{-1} D_{B}$, respectively. Here, $D_{R}, D_{B}$ are scaling operators.

The system of flux is

$$
F \lambda=d,
$$

where $F=S_{R}^{-1}+S_{B}^{-1}, d=S_{B}^{-1} f_{B}-S_{R}^{-1} f_{R}$. For the flux system, the D-D algorithm provide a preconditioner $P_{D D}^{-1}=D_{R} S_{R} D_{R}+D_{B} S_{B} D_{B}$.

Similar to the case of two subdomains, the system of Robin boundary data $g_{R}$ is

$$
G g_{R}=\left(\left(\gamma_{B} I+S_{B}\right)\left(\gamma_{R} I-S_{B}\right)^{-1}-\left(\gamma_{B} I-S_{R}\right)\left(\gamma_{R} I+S_{R}\right)^{-1}\right) g_{R}=f^{\star}
$$

and the R-R preconditioner is $P_{R R}^{-1}=\left(\gamma_{R} I-S_{B}\right)\left(\gamma_{B} I+S_{B}\right)^{-1}$.
The right hand sides $\tilde{f}_{\Delta}, d, f^{\star}$ will be illustrated in detail in the last subsection.

### 4.2 Condition number estimate

In this subsection, we analyze the condition numbers of these preconditioned systems. For simplicity, we consider the red-black checkerboard case, i.e.

$$
v(\mathbf{x})= \begin{cases}v_{R}, & \forall \mathbf{x} \in \Omega_{R}, \\ v_{B}, & \forall \mathbf{x} \in \Omega_{B}\end{cases}
$$

then the scaling operators $D_{R}$ and $D_{B}$ will be $\delta_{R}^{\dagger} I$ and $\delta_{B}^{\dagger} I$, respectively. We also assume that $v_{R}<v_{B}$.

As to D-N algorithms and R-R algorithm, we have following conclusions.

Theorem 4.1. For the $D-N$ algorithm, we have

$$
\begin{equation*}
\left\langle\widetilde{S}_{B} u_{\Delta}, u_{\Delta}\right\rangle \leq\left\langle\widetilde{S} u_{\Delta}, u_{\Delta}\right\rangle \leq\left(1+C \frac{v_{R}}{v_{B}}\left(1+\log \frac{H}{h}\right)^{2}\right)\left\langle\widetilde{S}_{B} u_{\Delta}, u_{\Delta}\right\rangle \quad \forall u_{\Delta} \in V_{\Delta} . \tag{4.1}
\end{equation*}
$$

Therefore, the condition number of $\mathrm{D}-\mathrm{N}$ algorithm is bounded as follows:

$$
\begin{equation*}
\kappa\left(P_{D N}^{-1} \widetilde{S}\right) \leq 1+C \frac{v_{R}}{v_{B}}\left(1+\log \frac{H}{h}\right)^{2} . \tag{4.2}
\end{equation*}
$$

Proof. Suppose

$$
\left\langle\widetilde{S} u_{\Delta}, u_{\Delta}\right\rangle=\min _{u \in V_{\Gamma},\left.u\right|_{\Gamma_{\Delta}}=u_{\Delta}}\langle S u, u\rangle=\left\langle S u_{\Gamma}, u_{\Gamma}\right\rangle=\left\langle S_{R} u_{\Gamma}, u_{\Gamma}\right\rangle+\left\langle S_{B} u_{\Gamma}, u_{\Gamma}\right\rangle,
$$

then the lower bound may be obtained by the definition of $\widetilde{S}_{B}$, i.e.

$$
\left\langle\widetilde{S}_{B} u_{\Delta}, u_{\Delta}\right\rangle=\min _{u \in V_{\Gamma},\left.u\right|_{\Gamma_{\Delta}}=u_{\Delta}}\left\langle S_{B} u, u\right\rangle \leq\left\langle S_{B} u_{\Gamma}, u_{\Gamma}\right\rangle \leq\left\langle\widetilde{S} u_{\Delta}, u_{\Delta}\right\rangle .
$$

On the other hand, suppose

$$
\left\langle\widetilde{S}_{B} u_{\Delta}, u_{\Delta}\right\rangle=\min _{u \in V_{\Gamma},\left.u\right|_{\Gamma_{\Delta}}=u_{\Delta}}\left\langle S_{B} u, u\right\rangle=\left\langle S_{B} \tilde{u}_{\Gamma}, \tilde{u}_{\Gamma}\right\rangle,
$$

then

$$
\begin{equation*}
\left\langle\widetilde{S}_{\Delta}, u_{\Delta}\right\rangle \leq\left\langle S \tilde{u}_{\Gamma}, \tilde{u}_{\Gamma}\right\rangle=\left\langle S_{R} \tilde{u}_{\Gamma}, \tilde{u}_{\Gamma}\right\rangle+\left\langle S_{B} \tilde{u}_{\Gamma}, \tilde{u}_{\Gamma}\right\rangle . \tag{4.3}
\end{equation*}
$$

Therefore, to prove the upper bound, we need to control $\left\langle S_{R} \tilde{u}_{\Gamma}, \tilde{u}_{\Gamma}\right\rangle$ by $\left\langle S_{B} \tilde{u}_{\Gamma}, \tilde{u}_{\Gamma}\right\rangle$. Let $\Pi_{H}: V_{\Gamma} \rightarrow V_{\Gamma}$ be the linear interpolation operator on the coarse grid, where $\Pi_{H} v(x)=v(x)$ for any cross point $x$. Then by Lemma 3.1 and Lemma 3.3 in [?], we have

$$
\begin{align*}
\left\langle S_{R} \tilde{u}_{\Gamma}, \tilde{u}_{\Gamma}\right\rangle & =\sum_{i \in \Lambda_{R}} v_{i}\left|\mathcal{H}_{i} \tilde{u}_{\Gamma}\right|_{1, \Omega_{i}}^{2} \\
& \leq \sum_{i \in \Lambda_{R}} v_{i}\left(\left|\mathcal{H}_{i}\left(\tilde{u}_{\Gamma}-\Pi_{H} \tilde{u}_{\Gamma}\right)\right|_{1, \Omega_{i}}^{2}+\left|\mathcal{H}_{i} \Pi_{H} \tilde{u}_{\Gamma}\right|_{1, \Omega_{i}}^{2}\right) \\
& \leq C v_{R} \sum_{i \in \Lambda_{R}} \sum_{j \in \Lambda_{i}}\left(\left\|\left(\tilde{u}_{\Gamma}-\Pi_{H} \tilde{u}_{\Gamma}\right)\right\|_{H_{00}^{1 / 2}\left(\Gamma_{i j}\right)}^{2}+\left|\tilde{u}_{\Gamma}\left(x_{i j 0}\right)-\tilde{u}_{\Gamma}\left(x_{i j 1}\right)\right|^{2}\right) \\
& \leq C v_{R} \sum_{j \in \Lambda_{B}} \sum_{i \in \Lambda_{j}}\left(\left\|\left(\tilde{u}_{\Gamma}-\Pi_{H} \tilde{u}_{\Gamma}\right)\right\|_{H_{00}^{1 / 2}\left(\Gamma_{j i}\right)}^{2}+\left|\tilde{u}_{\Gamma}\left(x_{j i 0}\right)-\tilde{u}_{\Gamma}\left(x_{j i 1}\right)\right|^{2}\right) \\
& \leq C v_{R} \sum_{j \in \Lambda_{B}} v_{j}^{-1}\left(1+\log \frac{H}{h}\right)^{2}\left\langle S_{j} \tilde{u}_{\Gamma}, \tilde{u}_{\Gamma}\right\rangle \\
& \leq C \frac{v_{R}}{v_{B}}\left(1+\log \frac{H}{h}\right)^{2}\left\langle S_{B} \tilde{u}_{\Gamma}, \tilde{u}_{\Gamma}\right\rangle . \tag{4.4}
\end{align*}
$$

Combining (4.3) and (4.4), we get the upper bound. The estimate of condition number is as follows:

$$
\kappa\left(P_{D N}^{-1} \widetilde{S}\right)=\frac{\lambda_{\max }\left(P_{D N}^{-1} \widetilde{S}\right)}{\lambda_{\min }\left(P_{D N}^{-1} \widetilde{S}\right)} \leq 1+C \frac{v_{R}}{v_{B}}\left(1+\log \frac{H}{h}\right)^{2} .
$$

This completes the proof.
Theorem 4.2. For the $R$-R algorithm, we assume $\gamma_{R} \geq C v_{B} h^{-1}$ and $0<\gamma_{B} \leq c v_{R} H$, then it holds that

$$
\begin{equation*}
c\left\langle P_{R R} g, g\right\rangle \leq\langle G g, g\rangle \leq C\left(1+\frac{v_{R}}{v_{B}}\left(1+\log \frac{H}{h}\right)^{2}\right)\left\langle P_{R R} g, g\right\rangle \tag{4.5}
\end{equation*}
$$

Thus,

$$
\kappa\left(P_{R R}^{-1} G\right) \leq C\left(1+\frac{v_{R}}{v_{B}}\left(1+\log \frac{H}{h}\right)^{2}\right) .
$$

Proof. For the preconditioned system, we have the following estimates,

$$
\begin{equation*}
\frac{\gamma_{B}}{\gamma_{R}}\|g\|_{0, \Gamma}^{2}+\frac{\gamma_{R}+\gamma_{B}}{\gamma_{R}^{2}}|g|_{S_{B}}^{2} \leq\left\langle P_{R R} g, g\right\rangle \leq \frac{\gamma_{B}}{\gamma_{R}}\|g\|_{0, \Gamma}^{2}+\frac{2\left(\gamma_{R}+\gamma_{B}\right)}{\gamma_{R}^{2}}|g|_{S_{B}}^{2} \tag{4.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\gamma_{R}+\gamma_{B}}{(2+\delta) \gamma_{R}^{2}}|g|_{S_{R}}^{2}+\frac{\gamma_{R}+\gamma_{B}}{\gamma_{R}^{2}}|g|_{S_{B}}^{2} \leq\langle G g, g\rangle \leq \frac{\gamma_{R}+\gamma_{B}}{\gamma_{R}^{2}}|g|_{S_{R}}^{2}+\frac{2\left(\gamma_{R}+\gamma_{B}\right)}{\gamma_{R}^{2}}|g|_{S_{B}}^{2} \tag{4.7}
\end{equation*}
$$

where $\delta>0$ is an constant independent of $h, H$. For the details, we refer to [5].
By (4.6) and (4.7), we may get the upper bound estimate, i.e.

$$
\begin{align*}
\langle G g, g\rangle & \leq \frac{\gamma_{R}+\gamma_{B}}{\gamma_{R}^{2}}|g|_{S_{R}}^{2}+\frac{2\left(\gamma_{R}+\gamma_{B}\right)}{\gamma_{R}^{2}}|g|_{S_{B}}^{2} \\
& \leq \frac{\gamma_{R}+\gamma_{B}}{\gamma_{R}^{2}}\left(2+C \frac{v_{R}}{v_{B}}\left(1+\log \frac{H}{h}\right)^{2}\right)|g|_{S_{B}}^{2}  \tag{4.8}\\
& \leq C\left(1+\frac{v_{R}}{v_{B}}\left(1+\log \frac{H}{h}\right)^{2}\right)\left\langle P_{R R} g, g\right\rangle . \tag{4.9}
\end{align*}
$$

The $L^{2}$ norm of $g$ on the interface may be estimated by trace theorem, i.e.

$$
\begin{array}{ll}
\|g\|_{0, \partial \Omega_{i}}^{2} \leq C H\left|\mathcal{H}_{i} g\right|_{1, \Omega_{i}}^{2}+C H^{-1}\left\|\mathcal{H}_{i} g\right\|_{0, \Omega_{i}}^{2} & i \in \Lambda_{R} \\
\|g\|_{0, \partial \Omega_{j}}^{2} \leq C H\left|\mathcal{H}_{j} g\right|_{1, \Omega_{j}}^{2}+C H^{-1}\left\|\mathcal{H}_{j} g\right\|_{0, \Omega_{j}}^{2} & j \in \Lambda_{B} .
\end{array}
$$

Summing over all the subdomains, we get

$$
\begin{align*}
\|g\|_{0, \Gamma}^{2} & \leq C H\left(\left|\mathcal{H}_{R} g\right|_{1, \Omega_{R}}^{2}+\left|\mathcal{H}_{B} g\right|_{1, \Omega_{B}}^{2}\right)+C H^{-1}\left(\left\|\mathcal{H}_{R} g\right\|_{0, \Omega_{R}}^{2}+\left\|\mathcal{H}_{B} g\right\|_{0, \Omega_{B}}^{2}\right) \\
& \leq C H^{-1}\left(\left|\mathcal{H}_{R} g\right|_{1, \Omega_{R}}^{2}+\left|\mathcal{H}_{B} g\right|_{1, \Omega_{B}}^{2}\right), \tag{4.10}
\end{align*}
$$

by using Poincaré inequality and the fact that $H \leq H^{-1}$. Then by the choice of $\gamma_{R}, \gamma_{B}$ and assumption $v_{R}<v_{B}$, the lower bound could be obtained as follows,

$$
\begin{align*}
\left\langle P_{R R} g, g\right\rangle & \leq \frac{\gamma_{B}}{\gamma_{R}}\|g\|_{0, \Delta}^{2}+\frac{2\left(\gamma_{R}+\gamma_{B}\right)}{\gamma_{R}^{2}}|g|_{S_{B}}^{2} \\
& \leq C \frac{\gamma_{R}}{\gamma_{R}}\left(\left|\mathcal{H}_{R} g\right|_{1, \Omega_{R}}^{2}+\left|\mathcal{H}_{B} g\right|_{1, \Omega_{B}}^{2}\right)+\frac{2\left(\gamma_{R}+\gamma_{B}\right)}{\gamma_{R}^{2}}|g|_{S_{B}}^{2} \\
& \leq C \frac{1}{\gamma_{R}}|g|_{S_{R}}^{2}+\left(C \frac{v_{R}}{v_{B} \gamma_{R}}+\frac{2\left(\gamma_{R}+\gamma_{B}\right)}{\gamma_{R}^{2}}\right)|g|_{S_{B}}^{2} \\
& \leq \max \left\{C \frac{(2+\delta) \gamma_{R}}{\gamma_{R}+\gamma_{B}}, 2+\frac{v_{R}}{v_{B}} \cdot \frac{\gamma_{R}}{\gamma_{R}+\gamma_{B}}\right\}\langle G g, g\rangle \\
& \leq C\langle G g, g\rangle . \tag{4.11}
\end{align*}
$$

The condition number is then bounded by using (4.8) and (4.11).
Remark 4.1. We may find that D-N algorithm and R-R algorithm could still benefit from the jumps of the discontinuous coefficients. If $v_{R} \ll v_{B}$, the condition numbers will be bounded by a nearly constant, that is,

$$
\kappa\left(P_{D N}^{-1} \widetilde{S}\right) \leq 1+\mathcal{O}(\epsilon)
$$

and

$$
\kappa\left(P_{R R}^{-1} G\right) \leq C(1+\mathcal{O}(\epsilon))
$$

where $\epsilon=\frac{v_{R}}{v_{B}}$.
Remark 4.2. For the case that coefficients are piecewise constants in red and black domains, the condition number bounds will become

$$
\begin{gathered}
\kappa\left(P_{D N}^{-1} \widetilde{S}\right) \leq 1+C \tilde{\epsilon}\left(1+\log \frac{H}{h}\right)^{2}, \\
\kappa\left(P_{R R}^{-1} G\right) \leq C\left(1+\tilde{\epsilon}\left(1+\log \frac{H}{h}\right)^{2}\right),
\end{gathered}
$$

where

$$
\tilde{\epsilon}=\min \left\{\frac{v_{R}^{\max }}{v_{B}^{\min }}, \frac{v_{B}^{\max }}{v_{R}^{\min }}\right\} .
$$

Theorem 4.3. For the $N-N$ algorithms, we have

$$
\begin{equation*}
\kappa\left(P_{N N}^{-1} \widetilde{S}\right) \leq C\left(1+\log \frac{H}{h}\right)^{2} \tag{4.12}
\end{equation*}
$$

by choosing suitable $D_{R}$ and $D_{B}$.

Proof. According to the definitions, we have

$$
\begin{aligned}
\left\langle\widetilde{S} u_{\Delta}, u_{\Delta}\right\rangle & =\min _{u \in V_{\Gamma}, u \Gamma_{\Delta}=u_{\Delta}}\langle S u, u\rangle=\left\langle S u_{\Gamma}, u_{\Gamma}\right\rangle=\left\langle S_{R} u_{\Gamma}, u_{\Gamma}\right\rangle+\left\langle S_{B} u_{\Gamma}, u_{\Gamma}\right\rangle \\
& \geq\left\langle\widetilde{S}_{R} u_{\Delta}, u_{\Delta}\right\rangle+\left\langle\widetilde{S}_{B} u_{\Delta}, u_{\Delta}\right\rangle .
\end{aligned}
$$

Then we estimate the lower bound of eigenvalues of $P_{N N}^{-1}\left(\widetilde{S}_{R}+\widetilde{S}_{B}\right)$ instead of $P_{N N}^{-1} \widetilde{S}$. Since $\widetilde{S}_{R}, \widetilde{S}_{B}$ are both positive definite operators, it holds that

$$
\begin{aligned}
& \left\langle P_{N N 2}^{-1}\left(\widetilde{S}_{R}+\widetilde{S}_{B}\right) u_{\Delta}, u_{\Delta}\right\rangle \\
= & \left(\left(\delta_{R}^{+}\right)^{2}+\left(\delta_{B}^{+}\right)^{2}\right)\left\langle u_{\Delta}, u_{\Delta}\right\rangle+\left(\delta_{R}^{+}\right)^{2}\left\langle\widetilde{S}_{R}^{-1} \widetilde{S}_{B} u_{\Delta}, u_{\Delta}\right\rangle+\left(\delta_{B}^{+}\right)^{2}\left\langle\widetilde{S}_{B}^{-1} \widetilde{S}_{R} u_{\Delta}, u_{\Delta}\right\rangle \\
\geq & \left(\left(\delta_{R}^{+}\right)^{2}+\left(\delta_{B}^{+}\right)^{2}\right)\left\langle u_{\Delta}, u_{\Delta}\right\rangle,
\end{aligned}
$$

therefore,

$$
\begin{equation*}
\left(\left(\delta_{R}^{\dagger}\right)^{2}+\left(\delta_{B}^{\dagger}\right)^{2}\right)\left\langle u_{\Delta}, u_{\Delta}\right\rangle \leq\left\langle P_{N N}^{-1} \widetilde{S} u_{\Delta}, u_{\Delta}\right\rangle . \tag{4.13}
\end{equation*}
$$

As $\delta_{R}^{\dagger}+\delta_{B}^{\dagger}=1$, it holds that $\left(\delta_{R}^{\dagger}\right)^{2}+\left(\delta_{B}^{\dagger}\right)^{2} \geq \frac{1}{2}$. The lower bound is obtained.
We then estimate the upper bound. By using (4.4), we have

$$
\begin{align*}
& \left\langle\widetilde{S} u_{\Delta}, u_{\Delta}\right\rangle \leq\left(1+C \frac{v_{R}}{v_{B}}\left(1+\log \frac{H}{h}\right)^{2}\right)\left\langle\widetilde{S}_{B} u_{\Delta}, u_{\Delta}\right\rangle,  \tag{4.14}\\
& \left\langle\widetilde{S} u_{\Delta}, u_{\Delta}\right\rangle \leq\left(1+C \frac{v_{B}}{v_{R}}\left(1+\log \frac{H}{h}\right)^{2}\right)\left\langle\widetilde{S}_{R} u_{\Delta}, u_{\Delta}\right\rangle . \tag{4.15}
\end{align*}
$$

Combining (4.14), (4.15), we get

$$
\begin{equation*}
\lambda\left(P_{N N}^{-1} \widetilde{S}\right) \leq\left(\delta_{R}^{\dagger}\right)^{2}+\left(\delta_{B}^{\dagger}\right)^{2}+C\left(\left(\delta_{R}^{\dagger}\right)^{2} \frac{v_{B}}{v_{R}}+\left(\delta_{B}^{\dagger}\right)^{2} \frac{v_{R}}{v_{B}}\right)\left(1+\log \frac{H}{h}\right)^{2} . \tag{4.16}
\end{equation*}
$$

Similar to the case of two subdomains, if we set $\delta_{R}^{\dagger}=1$ or 0 , the method becomes D-N algorithm actually. This is not a good choice. One of the optimal choices could be

$$
\delta_{R}^{\dagger}=\frac{\sqrt{v_{R}}}{\sqrt{v_{R}}+\sqrt{v_{B}}}, \quad \delta_{B}^{\dagger}=\frac{\sqrt{v_{B}}}{\sqrt{v_{R}}+\sqrt{v_{B}}},
$$

then the upper bound, independent of $v_{R}, v_{B}$ is obtained as follows,

$$
\begin{equation*}
\lambda\left(P_{N N 2}^{-1} \widetilde{S}\right) \leq C \frac{v_{R}+v_{B}}{\left(\sqrt{v_{R}}+\sqrt{v_{B}}\right)^{2}}\left(1+\log \frac{H}{h}\right)^{2} \leq C\left(1+\log \frac{H}{h}\right)^{2} . \tag{4.17}
\end{equation*}
$$

Combining (4.13) and (4.17), we get the conclusion (4.12).

The conclusion and the proof of D-D algorithm is similar to that of $\mathrm{N}-\mathrm{N}$ algorithms.
We have analyzed four kinds of domain decompositions in the case of many subdomains with red-black partition. Similar to the case of two subdomains, we find that they have two kinds of different behaviours. Why there is such a difference? Intuitively, the D-N algorithm and R-R algorithm use information of half the subdomains to precondition the whole system while energy norms of $\Omega_{R}$ and $\Omega_{B}$ are controlled by each other in the $\mathrm{N}-\mathrm{N}$ algorithm and D-D algorithm. Therefore, in these special cases, D-N algorithm and R-R algorithm may perform very well as they fully take advantage of the ratio $\frac{v_{R}}{v_{B}}$ but $\mathrm{N}-\mathrm{N}$ algorithm and D-D algorithm do not have such a good property. In fact, $\mathrm{N}-\mathrm{N}$ algorithm and D-D algorithm are more applicable in general cases by choosing appropriate weights and their condition number bounds may be independent of the discontinuous coefficients. For the details, we refer to $[4,6]$ and references therein.

### 4.3 Implementation of the algorithms

In the subsection, we will describe the implementation of the preconditioned systems and right hand sides.

We first illustrate the implementation of $\widetilde{S}, \widetilde{S}_{R}$ and $\widetilde{S}_{B}$. Reorder the vectors of unknowns into the following form:

$$
u_{R}^{T}=\left(\begin{array}{lll}
u_{I}^{R^{T}} & u_{\Delta}^{T} & u_{C}^{T}
\end{array}\right), \quad u_{B}^{T}=\left(\begin{array}{lll}
u_{I}^{B^{T}} & u_{\Delta}^{T} & u_{C}^{T}
\end{array}\right), \quad u^{T}=\left(\begin{array}{lll}
u_{I}^{T} & u_{\Delta}^{T} & u_{C}^{T}
\end{array}\right),
$$

then we have

$$
\left(\begin{array}{lll}
A_{I I} & A_{I \Delta} & A_{I C} \\
A_{\Delta I} & A_{\Delta \Delta} & A_{\Delta C} \\
A_{C I} & A_{C \Delta} & A_{C C}
\end{array}\right)\left(\begin{array}{l}
u_{I} \\
u_{\Delta} \\
u_{C}
\end{array}\right)=\left(\begin{array}{l}
f_{I} \\
f_{\Delta} \\
f_{C}
\end{array}\right) .
$$

The systems of $u_{R}, u_{B}$ are similar. The Schur complement system on $\Gamma_{\Delta}$ is as follows:

$$
\widetilde{S} u_{\Delta}=\tilde{f}_{\Delta},
$$

where

$$
\widetilde{S}=A_{\Delta \Delta}-\left(\begin{array}{ll}
A_{\Delta I} & A_{\Delta C}
\end{array}\right)\left(\begin{array}{cc}
A_{I I} & A_{I C} \\
A_{C I} & A_{C C}
\end{array}\right)^{-1}\binom{A_{I \Delta}}{A_{C \Delta}}
$$

and

$$
\tilde{f}_{\Delta}=f_{\Delta}-\left(\begin{array}{ll}
A_{\Delta I} & A_{\Delta C}
\end{array}\right)\left(\begin{array}{ll}
A_{I I} & A_{I C} \\
A_{C I} & A_{C C}
\end{array}\right)^{-1}\binom{f_{I}}{f_{C}}
$$

Similarly, we may get $\widetilde{S}_{R}, \widetilde{S}_{B}$. In the following, we should know how $\widetilde{S}$ and $\widetilde{S}_{R}^{-1}, \widetilde{S}_{B}^{-1}$ act on a given vector $u_{\Delta}$. To determine $\widetilde{S} u_{\Delta}$, we first solve the following coarse problem

$$
s_{C C} u_{C}=\hat{f}_{C},
$$

where

$$
S_{C C}=A_{C C}-A_{C I} A_{I I}^{-1} A_{I C},
$$

and

$$
\tilde{f}_{C}=A_{C \Delta} u_{\Delta}-A_{C I} A_{I I}^{-1} A_{I \Delta} u_{\Delta}
$$

Then we need to solve subdomain Dirichlet problems with boundary data given by $u_{\Delta}$ and $u_{C}$, and finally obtain $\widetilde{S} u_{\Delta} . \widetilde{S}_{R} u_{\Delta}, \widetilde{S}_{B} u_{\Delta}$ could be obtained in the same way. To compute $\widetilde{S}_{R}^{-1} u_{\Delta}$, we need to solve the following problem,

$$
\left(\begin{array}{ccc}
A_{I I}^{R} & A_{I \Delta}^{R} & A_{I C}^{R}  \tag{4.18}\\
A_{\Delta I}^{R} & A_{\Delta \Delta}^{R} & A_{\Delta C}^{R} \\
A_{C I}^{R} & A_{C \Delta}^{R} & A_{C C}^{R}
\end{array}\right)\left(\begin{array}{c}
w_{I} \\
w_{\Delta} \\
w_{C}
\end{array}\right)=\left(\begin{array}{c}
0 \\
u_{\Delta} \\
0
\end{array}\right) .
$$

By eliminating the unknowns of type $I$ and $\Delta$, we get the coarse problem

$$
\widetilde{S}_{C C}^{R} w_{C}=\tilde{f}_{C}^{R},
$$

where

$$
\widetilde{S}_{C C}^{R}=A_{C C}^{R}-\left(\begin{array}{ll}
A_{C I}^{R} & A_{C \Delta}^{R}
\end{array}\right)\left(\begin{array}{ll}
A_{I I}^{R} & A_{I \Delta}^{R} \\
A_{\Delta I}^{R} & A_{\Delta \Delta}^{R}
\end{array}\right)^{-1}\binom{A_{I C}^{R}}{A_{\Delta C}^{R}},
$$

and

$$
\tilde{f}_{C}^{R}=-\left(\begin{array}{ll}
A_{C I}^{R} & A_{C \Delta}^{R}
\end{array}\right)\left(\begin{array}{ll}
A_{I I}^{R} & A_{I \Delta}^{R} \\
A_{\Delta I}^{R} & A_{\Delta \Delta}^{R}
\end{array}\right)^{-1}\binom{0}{u_{\Delta}} .
$$

After solving $w_{C}$, we may substitute it into (4.18) and solve local problems, then $w_{\Delta}$ is the desired vector $\widetilde{S}_{R}^{-1} u_{\Delta}$. The implementation of $\widetilde{S}_{B}^{-1}$ is similar.

Then we illustrate the implementation of $S_{R}$ and $S_{B}$. We take $S_{R}$ as an example. Reorder the vectors $u_{R}$ into the following form:

$$
u_{R}^{T}=\left(u_{I}^{R^{T}} u_{\Gamma}^{T}\right) .
$$

Then we have

$$
\left(\begin{array}{cc}
A_{I I}^{R} & A_{I \Gamma}^{R}  \tag{4.19}\\
A_{\Gamma I}^{R} & A_{\Gamma \Gamma}^{R}
\end{array}\right)\binom{u_{I}^{R}}{u_{\Gamma}}=\binom{f_{I}^{R}}{f_{\Gamma}^{R}},
$$

By eliminating the interior component, we have

$$
S_{R} u_{\Gamma}=f_{R},
$$

where

$$
S_{R}=A_{\Gamma \Gamma}^{R}-A_{\Gamma I}^{R} A_{I I}^{R-1} A_{I I}^{R},
$$

and

$$
f_{R}=f_{\Gamma}^{R}-A_{\Gamma I}^{R} A_{I I}^{R-1} f_{I}^{R} .
$$

$S_{B}, f_{B}$ are obtained in the same way.
The implementation of $S_{R}$ and $S_{B}$ acting on a given vector is realized by Gaussian block elimination. And the implementation of $S_{R}^{-1}, S_{B}^{-1},\left(\gamma_{R} M+S_{R}\right)^{-1},\left(\gamma_{B} M+\right.$
$\left.S_{B}\right)^{-1},\left(\gamma_{R} M-S_{B}\right)^{-1}$ acting on a vector may follow the same way of $\widetilde{S}_{R}^{-1}$ with the right hand side in the following form,

$$
g^{T}=\left(\begin{array}{lll}
0 & g_{\Delta}^{T} & g_{C}^{T}
\end{array}\right)^{T}
$$

as they act on vectors of $V_{\Gamma}$.
Now the only thing left is the right hand side of R-R system. In fact, the R-R algorithm should be treated carefully and the system after simplification is

$$
\left.M\left(\left(\gamma_{R} M-S_{B}\right)^{-1}-\left(\gamma_{R} M+S_{R}\right)^{-1}\right)\right) M g_{R}=M\left(\gamma_{R} M-S_{B}\right)^{-1} f_{B}+M\left(\gamma_{R} M+S_{R}\right)^{-1} f_{R}
$$

and $P_{R R}^{-1}=\left(\gamma_{R}+\gamma_{B}\right)\left(\gamma_{B} M+S_{B}\right)^{-1}-M^{-1}$, where $M$ is the mass matrix of $V_{\Gamma}$.
So far, the implementation of the algorithms is completed.

## 5 Numerical experiments

In this section, we perform some numerical experiments to verify our conclusions. We consider the following diffusion problem with zero Dirichlet boundary condition,

$$
\begin{equation*}
-\nabla \cdot(v(\mathbf{x}) \nabla u)=f \quad \text { in } \Omega, \tag{5.1}
\end{equation*}
$$

where $\Omega=(0,1)^{2}$ and $f=-2\left(x^{2}+y^{2}-x-y\right)$.
We first test the case of two subdomains with $\Omega_{1}, \Omega_{2}$ symmetric with respect to $\Gamma=$ $\left\{\frac{1}{2}\right\} \times(0,1)$, i.e. $\Omega_{1}=\left(0, \frac{1}{2}\right) \times(0,1), \Omega_{2}=\left(\frac{1}{2}, 1\right) \times(0,1)$. The iteration stops when the relative error is less than $t o l=10^{-8}$. The weights of $\mathrm{N}-\mathrm{N}$ algorithm and D-D algorithms are set to be optimal and the Robin parameters of R-R algorithm are $\gamma_{1}=v_{2} / h$ and $\gamma_{2}=v_{1}$.

Table 1 and Table 2 show the numbers of iterations of different algorithms with several groups of parameters. $\theta_{\text {opt }}$ denotes the optimal $\theta$ mentioned above. We may find that

Table 1: Numbers of iterations of D-N algorithm and N-N algorithm with different parameters.

| $v_{1}$ | $v_{2}$ | $h$ | $\mathrm{D}-\mathrm{N}$ |  |  | $\mathrm{N}-\mathrm{N}$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\theta_{\text {opt }}$ | $1 / 2$ | 1 | $\theta_{\text {opt }}$ | $1 / 3$ | $2 / 3$ |  |
| $10^{-2}$ | $10^{2}$ | $1 / 16$ | 1 | 27 | 3 | 1 | 18 | 16 |  |
| $10^{-4}$ | $10^{4}$ | $1 / 16$ | 1 | 27 | 1 | 1 | 17 | 17 |  |
| $10^{-6}$ | $10^{6}$ | $1 / 16$ | 1 | 27 | 1 | 1 | 17 | 17 |  |
| $10^{-2}$ | $10^{2}$ | $1 / 32$ | 1 | 27 | 3 | 1 | 18 | 16 |  |
| $10^{-4}$ | $10^{4}$ | $1 / 32$ | 1 | 27 | 1 | 1 | 17 | 17 |  |
| $10^{-6}$ | $10^{6}$ | $1 / 32$ | 1 | 27 | 1 | 1 | 17 | 17 |  |
| $10^{-2}$ | $10^{2}$ | $1 / 64$ | 1 | 27 | 3 | 1 | 18 | 16 |  |
| $10^{-4}$ | $10^{4}$ | $1 / 64$ | 1 | 27 | 2 | 1 | 17 | 17 |  |
| $10^{-6}$ | $10^{6}$ | $1 / 64$ | 1 | 27 | 1 | 1 | 17 | 17 |  |

Table 2: The numbers of iterations of D-D algorithm and $R-R$ algorithm with different parameters.

| $v_{1}$ | $v_{2}$ | $h$ | $\mathrm{D}-\mathrm{D}$ |  |  | $\mathrm{R}-\mathrm{R}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\theta_{\text {opt }}$ | $1 / 3$ | $2 / 3$ | $\theta_{\text {opt }}$ | $1 / 2$ | 1 |
| $10^{-2}$ | $10^{2}$ | $1 / 16$ | 1 | 18 | 16 | 2 | 27 | 2 |
| $10^{-4}$ | $10^{4}$ | $1 / 16$ | 1 | 17 | 17 | 1 | 27 | 1 |
| $10^{-6}$ | $10^{6}$ | $1 / 16$ | 1 | 17 | 17 | 1 | 27 | 1 |
| $10^{-2}$ | $10^{2}$ | $1 / 32$ | 1 | 18 | 16 | 2 | 27 | 2 |
| $10^{-4}$ | $10^{4}$ | $1 / 32$ | 1 | 17 | 17 | 1 | 27 | 1 |
| $10^{-6}$ | $10^{6}$ | $1 / 32$ | 1 | 17 | 17 | 1 | 27 | 1 |
| $10^{-2}$ | $10^{2}$ | $1 / 64$ | 1 | 18 | 16 | 2 | 27 | 2 |
| $10^{-4}$ | $10^{4}$ | $1 / 64$ | 1 | 17 | 17 | 1 | 27 | 1 |
| $10^{-6}$ | $10^{6}$ | $1 / 64$ | 1 | 17 | 17 | 1 | 27 | 1 |

Table 3: The numbers of iterations with different discontinuous coefficients.

| $v_{1}$ | $v_{2}$ | $\mathrm{D}-\mathrm{N}$ |  | $\mathrm{N}-\mathrm{N}$ |  |  | $\mathrm{D}-\mathrm{D}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\Gamma_{1}$ | $\Gamma_{2}$ | $\Gamma_{1}$ | $\Gamma_{2}$ | $\Gamma_{1}$ | $\Gamma_{2}$ | $\Gamma_{1}$ | $\Gamma_{2}$ |
| $10^{-1}$ | $10^{1}$ | 4 | 4 | 11 | 14 | 11 | 14 | 5 | 5 |
| $10^{-2}$ | $10^{2}$ | 2 | 2 | 11 | 14 | 11 | 14 | 2 | 2 |
| $10^{-3}$ | $10^{3}$ | 2 | 2 | 11 | 14 | 11 | 14 | 2 | 2 |
| $10^{-4}$ | $10^{4}$ | 1 | 1 | 11 | 14 | 11 | 14 | 1 | 1 |
| $10^{-5}$ | $10^{5}$ | 1 | 1 | 11 | 14 | 11 | 14 | 1 | 1 |
| $10^{-6}$ | $10^{6}$ | 1 | 1 | 11 | 14 | 11 | 14 | 1 | 1 |

if we choose the optimal $\theta, \mathrm{D}-\mathrm{N}$ algorithm, $\mathrm{N}-\mathrm{N}$ algorithm and D-D algorithm converge in one step which corresponds to the zero convergence rate in Theorem 3.1. For D-N algorithm and $\mathrm{R}-\mathrm{R}$ algorithm, if $\theta$ is set to be 1 , the convergence rate will thoroughly rely on the ratio $\nu_{1} / \nu_{2}$ and the data in Table 1 and Table 2 confirm the conclusion because the iteration counts decrease with the jump in the coefficient increases. For $\mathrm{N}-\mathrm{N}$ algorithm and D-D algorithm, we find that the iterations are not affected by the discontinuous coefficients $v_{1}, v_{2}$ which supports the theoretical results. Besides, we note that all of them are independent of mesh size $h$.

In the second experiment, we test the case of two subdomains with $\Omega_{1}, \Omega_{2}$ nonsymmetric. The first interface $\Gamma_{1}$ is set to be $\left\{\frac{1}{4}\right\} \times(0,1)$ and the second case is $\Gamma_{2}=\left\{\frac{3}{4}\right\} \times(0,1)$. The mesh size $h$ is fixed to be $1 / 64$. The relaxation parameter is always the optimal one of symmetric case. The other settings are the same as the previous experiment.

In Table 3, the convergence of the different methods is shown for different coefficient ratios in nonsymmetric case. The D-N algorithm and R-R algorithm with optimal $\theta$ converge very quickly. This is because their convergence rates are dominated by the coefficient ratio and the smaller the ratio is, the faster the iteration converges. For the $\mathrm{N}-\mathrm{N}$ algorithm and D-D algorithm with optimal weights, the convergence rates are in-

Table 4: The numbers of iteration for $8 \times 8$ subdomains with $v_{R}=v_{B}=1$.

| $\frac{H}{h}$ | D-N | N-N | D-D | R-R |
| :---: | :---: | :---: | :---: | :---: |
| 4 | 15 | 8 | 7 | 15 |
| 8 | 17 | 10 | 8 | 17 |
| 16 | 19 | 11 | 9 | 19 |
| 32 | 21 | 13 | 10 | 21 |
| 64 | 23 | 14 | 11 | 23 |

Table 5: The numbers of iteration for case of many subdomains with $v_{R}=v_{B}=1$ and fixed $\frac{H}{h}=8$.

| $N \times N$ | D-N | N-N | D-D | R-R |
| :---: | :---: | :---: | :---: | :---: |
| $4 \times 4$ | 9 | 5 | 4 | 10 |
| $8 \times 8$ | 17 | 10 | 8 | 17 |
| $16 \times 16$ | 20 | 10 | 8 | 20 |
| $24 \times 24$ | 20 | 10 | 8 | 20 |
| $32 \times 32$ | 20 | 10 | 7 | 20 |

Table 6: The numbers of iteration for $8 \times 8$ subdomains with different discontinuous coefficients.

| $v_{B}$ | $v_{R}$ | D-N | N-N | D-D | R-R |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $10^{1}$ | $10^{-1}$ | 4 | 17 | 14 | 4 |
| $10^{2}$ | $10^{-2}$ | 2 | 17 | 14 | 2 |
| $10^{3}$ | $10^{-3}$ | 2 | 17 | 14 | 2 |
| $10^{4}$ | $10^{-4}$ | 1 | 17 | 14 | 1 |
| $10^{5}$ | $10^{-5}$ | 1 | 17 | 14 | 1 |
| $10^{6}$ | $10^{-6}$ | 1 | 17 | 14 | 1 |

dependent of the discontinuous coefficients. In addition, by comparing the numbers of iteration with $\Gamma_{1}, \Gamma_{2}$, we may see that the influence of using different interfaces is little.

At last, we test the case of many subdomains with coefficients red-black checkerboard distribution. We use the PCG method and the terminal precision is chosen as $10^{-6}$. The weights of $\mathrm{N}-\mathrm{N}$ algorithm and $\mathrm{D}-\mathrm{D}$ algorithm are optimal and the Robin parameters $\gamma_{R}, \gamma_{B}$ are set to be $16 v_{B} / h$ and $v_{R} H / 2$, respectively.

Table 4 shows the corresponding iteration numbers of the four algorithms when the mesh is refined. The slight increases of the iteration numbers explain that the condition number is growing slowly as $\frac{H}{h}$ increases. Then we fix the degrees of freedom in each subdomain, that is, $\frac{H}{h}$ is a constant, we get the results in Table 5 . We may see that the iteration number of each algorithm is stable which reflects that the iteration numbers rely only on $\frac{H}{h}$.

The results in Table 6 corresponds to the numerical experiment with fixed numbers of subdomains, fixed $\frac{H}{h}=8$ and increasing jumps of the coefficients. We may see that the
iteration numbers of $\mathrm{D}-\mathrm{N}$ algorithms and $\mathrm{R}-\mathrm{R}$ algorithm decrease rapidly as the jumps increase which confirms our theory and the iteration numbers of $\mathrm{N}-\mathrm{N}$ algorithms and D-D algorithm are stable.
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