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CELL CENTERED FINITE VOLUME METHODS

USING TAYLOR SERIES EXPANSION SCHEME

WITHOUT FICTITIOUS DOMAINS

GUNG-MIN GIE AND ROGER TEMAM

Abstract. The goal of this article is to study the stability and the conver-

gence of cell-centered finite volumes (FV) in a domain Ω = (0, 1)× (0, 1) ⊂ R2

with non-uniform rectangular control volumes. The discrete FV derivatives

are obtained using the Taylor Series Expansion Scheme (TSES), (see [4] and

[10]), which is valid for any quadrilateral mesh. Instead of using compactness

arguments, the convergence of the FV method is obtained by comparing the

FV method to the associated finite differences (FD) scheme. As an applica-

tion, using the FV discretizations, convergence results are proved for elliptic

equations with Dirichlet boundary condition.

Key Words. finite volume methods, finite difference methods, Taylor series

expansion scheme (TSES), convergence and stability, elliptic equations.

1. Introduction.

Finite volumes (FV) are widely used both in Engineering (see e.g. [4], [10] and
[13]) and in Geophysical Fluid Dynamics (GFD) (see e.g. [11], [1] and [8]), because
of their local conservation property on each control volume. From the mathematical
and numerical analysis points of view, these methods are well studied for their
stability and convergence, using a variety of methods to compute the fluxes (see
e.g. [5], [6], [7], [9] and [14]). On a control volume in R2, one simple way to compute
the flux along a boundary is to start with the difference of the given data at two cell
centers divided by the length of the vector connecting those cell centers and then,
taking the flux as the product of that quantity and the length of the boundary,
which is the analog of the one dimensional case (see [5], [6], [7] and [9]). However
this is not the best choice when the unit normal on the boundary is not parallel to
the vector connecting the two cell centers; to deal with complicated meshes in R2,
more efficient ways to compute the fluxes are needed. In this article, we consider
the cell centered FV by Taylor Series Expansion Scheme (TSES), which permits to
compute the fluxes on a general quadrilateral mesh in R2 (see [4] and [10]), and
apply them to quasi- (but, non-) uniform meshes on Ω; we also intend to consider
more general meshes in the future. For the mathematical analysis of the FV method,
one specific difficulty is due to the “weak consistency” of FV. Indeed the companion
discrete FV derivative arising in the discrete integration by parts does not usually
converge strongly to the corresponding derivative of the limit function (see e.g. [6]
or [9]). To overcome this difficulty, discrete compactness arguments have been used
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as in e.g. [6]. But here instead we consider the finite differences (FD) associated
with the FV and compare the FV and FD spaces by defining a map between them.
The convergence of the FV method is then inferred.

Our work is organized as follows. In Section 2, we describe the cell centered FV
setting by TSES without using fictitious domains, but using instead “flat” domains
at the boundary. In Section 3, we introduce an external approximation of H1

0 (Ω)
using FV spaces Vh (see [3] and [15]), and show that the truncation error between
a function in H1

0 (Ω) and its projection onto the FV space Vh tends to zero as the
mesh sizes decrease. Due to the weak consistency of the FV, we are not able at
this point to show that the external approximation of H1

0 (Ω) by the FV spaces is
convergent. Instead, in Section 4, we present the FD method associated with this
FV method and prove the stability and convergence of the external approximation

of H1
0 (Ω) by the FD spaces Ṽh in Section 5. In Section 6, comparing the FV and FD

spaces and thanks to the convergence of the FD, we obtain the convergence of the
FV in the end. Finally, in Section 7, as an application, we demonstrate how one can
use the FV method to approximate the solution of some typical elliptic equations
with Dirichlet boundary condition, and, using our results, show the convergence of
such an approximation via finite volumes to the solution of the original problem.

2. The Finite Volume Setting.

The domain is Ω = (0, 1)×(0, 1) in R2. We set x0 = x 1
2
= 0, xM+ 1

2
= xM+1 = 1,

y0 = y 1
2
= 0, yN+ 1

2
= yN+1 = 1 and we choose the nodal points xi+ 1

2
, yj+ 1

2
for

1 ≤ i ≤ M − 1, 1 ≤ j ≤ N − 1,

(2.1)
0 = (x0 =)x 1

2
< x 3

2
< · · · < xM+ 1

2
(= xM+1) = 1,

0 = (y0 =)y 1
2
< y 3

2
< · · · < yN+ 1

2
(= yN+1) = 1.

We define the control volumes on Ω which appear on Fig. 1,

(2.2) Ki,j =


(xi− 1

2
, xi+ 1

2
)× (yj− 1

2
, yj+ 1

2
), 1 ≤ i ≤ M, 1 ≤ j ≤ N,

(xi− 1
2
, xi+ 1

2
)× {yj}, 1 ≤ i ≤ M, j = 0, N + 1,

{xi} × (yj− 1
2
, yj+ 1

2
), i = 0,M + 1, 1 ≤ j ≤ N.

Here, we have chosen flat control volumes at the boundary to handle and enforce
the boundary conditions.
For 1 ≤ i ≤ M , 1 ≤ j ≤ N , the center of Ki,j is

(2.3) (xi, yj) =
(xi− 1

2
+ xi+ 1

2

2
,
yj− 1

2
+ yj+ 1

2

2

)
.

We set

(2.4)
hi = xi+ 1

2
− xi− 1

2
, kj = yj+ 1

2
− yj− 1

2
, 1 ≤ i ≤ M, 1 ≤ j ≤ N,

hi+ 1
2
= xi+1 − xi, kj+ 1

2
= yj+1 − yj , 0 ≤ i ≤ M, 0 ≤ j ≤ N,

and, for convenience, we also set

(2.5) h0 = hM+1 = k0 = kN+1 = 0.

Then we infer from (2.3)-(2.5) that

(2.6) hi+ 1
2
=

1

2
(hi + hi+1) , kj+ 1

2
=

1

2
(kj + kj+1) , 0 ≤ i ≤ M, 0 ≤ j ≤ N,

and write the nodal points xi+ 1
2
, yj+ 1

2
as proper weighted averages of the points

xi, xi+1, yj and yj+1 (see Fig. 2):
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xxi−1/2 xi+3/2

yj+1

yj+3/2

yj

yj+1/2

yj−1/2

i+1xi+1/2xi

Figure 1. Control volumes Ki,j and those centers (xi, yj) on Ω.

i+1

xi+3/2xi−1/2 i+1xi+1/2xix

hi+1/2

hi h

Figure 2. The order of the FV points in the x direction.

(2.7)

xi+ 1
2
=

hi+1xi + hixi+1

hi + hi+1
, 1 ≤ i ≤ M − 1,

yj+ 1
2
=

kj+1yj + kjyj+1

kj + kj+1
, 1 ≤ j ≤ N − 1.

It is interesting to notice and emphasize the sequential order of the FV points x
(or y):

(2.8)

xi = xi− 1
2
+

1

2
hi, xi+ 1

2
= xi− 1

2
+ hi,

xi+1 = xi− 1
2
+ hi +

1

2
hi+1, xi+ 3

2
= xi− 1

2
+ hi + hi+1.

We now introduce the following function space:

(2.9) Vh :=

 step functions uh on Ω such that
uh|Ki,j = ui,j , 0 ≤ i ≤ M + 1, 0 ≤ j ≤ N + 1,
and ui,j = 0, if i = 0,M + 1, or j = 0, N + 1

 ,

and, for any uh ∈ Vh, we write

(2.10) uh =
∑

1≤i≤M
1≤j≤N

ui,jχKi,j ,

where χKi,j is the characteristic function of Ki,j .
For 1 ≤ i ≤ M , 0 ≤ j ≤ N , we define the quadrilateral Ki,j+ 1

2
(solid line in Fig.
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xxi−1/2 xi+3/2

yj+1

yj+3/2

yj

yj+1/2

yj−1/2
x i+1i+1/2xi

Figure 3. Ki+ 1
2 ,j

(dashed line) and Ki,j+ 1
2
(thick solid line) as

domains of constancy for the FV derivative.

3):
(2.11)

Ki,j+ 1
2
is the quadrilateral connecting (xi− 1

2
, yj+ 1

2
), (xi, yj+1), (xi+ 1

2
, yj+ 1

2
),

and (xi, yj),

and, for 0 ≤ i ≤ M, 1 ≤ j ≤ N , we also define the quadrilateral Ki+ 1
2 ,j

1 (dashed

line in Fig. 3):

(2.12)
Ki+ 1

2 ,j
is the quadrilateral connecting (xi, yj), (xi+ 1

2
, yj+ 1

2
), (xi+1, yj),

and (xi+ 1
2
, yj− 1

2
).

The discrete FV derivative∇huh = (∇x
huh,∇y

huh) for uh ∈ Vh is obtained by TSES;
see [4] and [10].
Here we slightly modify the original TSES of [4] and [10] to ensure the consistency
(see (3.4) and (3.16) below) and we set:

(2.13) ∇x
huh =


ui+1,j − ui,j

hi+ 1
2

on Ki+ 1
2 ,j

, 0 ≤ i ≤ M, 1 ≤ j ≤ N,

ui+ 1
2 ,j+

1
2
− ui− 1

2 ,j+
1
2

hi
on Ki,j+ 1

2
, 1 ≤ i ≤ M, 0 ≤ j ≤ N,

where we define the term ui+ 1
2 ,j+

1
2
by a weighted average between the four neighbors

(i, j), (i+ 1, j), (i, j + 1) and (i+ 1, j + 1): for 0 ≤ i ≤ M , 0 ≤ j ≤ N ,

(2.14) ui+ 1
2 ,j+

1
2
=

hikjui+1,j+1 + hikj+1ui+1,j + hi+1kjui,j+1 + hi+1kj+1ui,j

(hi + hi+1)(kj + kj+1)
;

note that, due to (2.5) and (2.9), ui+1/2,j+1/2 is equal to 0 when i = 0,M or
j = 0, N .
The definition of ∇y

huh is similar; we obtain ∇y
huh from (2.13) by replacing x and

h by y and k, and interchanging the indices i and j. We define on Vh, the scalar

1Because x0 = x1/2 = 0, K1/2,j is in fact a triangle, 1 ≤ j ≤ N . The same is true of KM+1/2,j ,

Ki,1/2 and Ki,N+1/2.



CELL CENTERED FINITE VOLUMES USING TSES WITHOUT FICTITIOUS DOMAINS 5

products (·, ·)Vh
and ((·, ·))Vh

that mimic those of L2(Ω) andH1
0 (Ω): for uh, vh ∈ Vh,

(2.15)

(uh, vh)Vh
= (uh, vh)L2(Ω) =

∑
1≤i≤M
1≤j≤N

ui,jvi,jhikj ,

((uh, vh))Vh
= (∇x

huh,∇x
hvh)L2(Ω) + (∇y

huh,∇y
hvh)L2(Ω)

,

with

(2.16)

(∇x
huh,∇x

hvh)L2(Ω)

=
∑

0≤i≤M
1≤j≤N

kj
2hi+ 1

2

(ui+1,j − ui,j) (vi+1,j − vi,j)

+
∑

1≤i≤M
0≤j≤N

kj+ 1
2

2hi
(ui+ 1

2 ,j+
1
2
− ui− 1

2 ,j+
1
2
)(vi+ 1

2 ,j+
1
2
− vi− 1

2 ,j+
1
2
).

The corresponding norms | · |Vh
and || · ||Vh

are defined as usual.
We will need to impose some restrictions on the mesh sizes hi and kj . Here we
begin with the “uniformity” assumptions; further hypotheses appear below in (5.9)
and (6.11). We set

(2.17)

h = max
1≤i≤M

hi, h = min
1≤i≤M

hi,

k = max
1≤j≤N

kj , k = min
1≤j≤N

kj ,

ρ = max(h, k), ρ = min(h, k),

and assume that, as ρ → 0, there exit 0 < αx, αy < 1 such that

(2.18) h ≥ αxh, k ≥ αyk,

and, furthermore, comparing the x and y directions, we also assume that,

(2.19) k ≥ αyh, h ≥ αxk.

If we set

(2.20) α = min (αx, αy) , α = max (αx, αy) ,

then we infer from (2.18) that

(2.21)

Mh ≤ M
1

αx
h ≤ 1

αx

∑
1≤i≤M

hi ≤
1

αx
≤ 1

α
,

Nk ≤ N
1

αy
k ≤ 1

αy

∑
1≤j≤N

kj ≤
1

αy
≤ 1

α
.

We start with the following easy lemma which provides the discrete Poincaré in-
equality for the FV space.

Lemma 2.1. For every uh ∈ Vh,

(2.22) |uh|Vh
≤

√
2α−1||uh||Vh

.

Proof. We consider uh as in (2.10). For any 1 ≤ i ≤ M , 1 ≤ j ≤ N , since u0,j = 0,
we have

ui,j = (ui,j − ui−1,j) + (ui−1,j − ui−2,j) + · · ·+ (u1,j − u0,j) .
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Therefore, by the Schwarz inequality,

(ui,j)
2 ≤ i

i−1∑
l=0

(ul+1,j − ul,j)
2 ≤ M

M∑
l=0

(ul+1,j − ul,j)
2
.

Then, using (2.21), we find

|uh|2Vh
=

∑
1≤i≤M
1≤j≤N

u2
i,jhikj

≤
∑

1≤j≤N

 ∑
1≤i≤M

M
∑

0≤l≤M

(ul+1,j − ul,j)
2
hi

 kj

≤ M2
∑

1≤j≤N
0≤l≤M

(ul+1,j − ul,j)
2
hkj

≤
(
Mh

)2 ∑
1≤j≤N
0≤l≤M

(ul+1,j − ul,j)
2

hl+ 1
2

kj

≤ 2

α2
x

|∇x
huh|2L2(Ω) ≤ 2α−2 |∇x

huh|2L2(Ω)

Similarly, we find

|uh|2Vh
≤ 2α−2 |∇y

huh|
2

L2(Ω)
,

and hence, we obtain (2.22). �

3. External approximation of H1
0 (Ω) by FV.

As we briefly mentioned in the introduction, here we introduce an external ap-
proximation of a normed space V as a set consisting of a normed space F , an
isomorphism ω of V into F and a family of triples {Wh, ph, rh}, in which, for each
h, Wh is a normed space, ph is a linear prolongation operator of Wh into F and
rh is a restriction operator of V into Wh; see [3], [2], [15] and Fig. 4. Here we
set V = H1

0 (Ω), F = L2(Ω)3 and Wh = Vh, and define the maps ω, ph and rh as
follows:

(3.1)
ω(u) = (u,Dxu,Dyu) , ∀u ∈ H1

0 (Ω),

ph(uh) = (uh,∇x
huh,∇y

huh) , ∀uh ∈ Vh,

and, for all v ∈ V = C∞
0 (Ω),

(3.2)

rh(v)(x, y) =


1

hikj

∫
Ki,j

v(x′, y′)dx′dy′, (x, y) ∈ Ki,j , 1 ≤ i ≤ M, 1 ≤ j ≤ N,

0, (x, y) ∈ Ki,j , i = 0 or M + 1, or j = 0 or N + 1.

Thanks to the Poincaré inequality (2.22), we have

h

V F

Wh

ω

rh p

Figure 4
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(3.3)

||ph(uh)||2F = |uh|2L2(Ω) + |∇huh|2L2(Ω)

= |uh|2Vh
+ ||uh||2Vh

≤
(
1 + c20

)
||uh||2Vh

,

where c0 =
√
2α is independent of hi or kj ; the stability of the ph follows.

To prove the convergence of our FV scheme, we need to prove the two following
properties (see [3] and [15]):

(3.4)
(C1) ∀u ∈ V, phrhu → ωu in F as ρ → 0,

(C2) If uh ∈ Vh and phuh → ϕ in F weakly as ρ → 0, then ϕ ∈ ωV.

Along the proof of these properties, we will use repeatedly the following lemmas:

Lemma 3.1. For any quadrilateral K with barycenter (xG, yG) and area |K|, and
for any function ϕ ∈ C2(K), we have

(3.5)
1

|K|

∫
K

ϕ (x′, y′) dx′dy′ = ϕ (xG, yG) +O′ (|K|) ,

where

(3.6) O′(|K|) ≤ |ϕ|C2(K)|K|.

We also introduce the useful interpolation lemmas:

Lemma 3.2. For any function ϕ ∈ C2(l) where l is the line connecting the points
ξ1 and ξ2 in R2, and for any point ξ ∈ l, we have

(3.7) ϕ(ξ2)− ϕ(ξ1) = ∇ϕ(ξ) · (ξ2 − ξ1) +O′(|ξ2 − ξ1|2),

where

(3.8) O′(|ξ2 − ξ1|2) ≤ |ϕ|C2(l)|ξ2 − ξ1|2.

Lemma 3.3. For any two-dimensional convex polygon K with p vertices ξi, 1 ≤
i ≤ p, p ≥ 2, we consider a point ξ in K, ξ =

∑p
i=1 λiξi where

∑p
i=1 λi = 1 and

λi ≥ 0. Then, for any function ϕ ∈ C2(K), we have

(3.9)

∑
1≤i≤p

λiϕ(ξi) = ϕ(ξ) +O′( max
1≤i,j≤p

|ξi − ξj |2
)
.

where

(3.10) O′( max
1≤i,j≤p

|ξi − ξj |2
)
≤ |ϕ|C2(K) max

1≤i,j≤p
|ξi − ξj |2.

For any other point η in K,

(3.11)
∑

1≤i≤p

λiϕ(ξi) = ϕ(η) +O′( max
1≤i,j≤p

|ξi − ξj |
)
.

We omit the proofs of these elementary lemmas; using the Taylor expansions,
one can easily verify (3.5), (3.7) and (3.9). We obtain (3.11) by combining (3.7)
and (3.9).
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3.1. Proof of (C1) for FV. To prove (C1), we first show that, for u ∈ V,

(3.12) rhu → u strongly in L2(Ω) as ρ → 0,

We consider (x, y) ∈ Ki,j ⊂ Ω and, using (3.5) for the set Ki,j with center (xi, yj)
and area hikj , and also using (3.7), we write

(3.13)

|rhu(x, y)− u(x, y)| =

∣∣∣∣∣ 1

hikj

∫
Ki,j

u(x′, y′)dx′dy′ − u(x, y)

∣∣∣∣∣
≤

∣∣u(xi, yj) +O′(ρ2)− u(x, y)
∣∣

≤ sup
Ω

|Du|ρ+O′(ρ2) → 0 as ρ → 0,

where O′(ρ2) means, throughout this article, O′(ρ2) ≤ cρ2, c independent of the
mesh sizes; here, of course, c depends on the C2 norm of u.
Hence, from (3.13), rhu → u in L∞(Ω) as ρ → 0 and (3.12) holds.
To show that, for u ∈ V,

(3.14) ∇x
hrhu → Dxu strongly in L2(Ω) as ρ → 0,

we consider two cases. Firstly, if (x, y) ∈ Ki+ 1
2 ,j

for some 0 ≤ i ≤ M , 1 ≤ j ≤ N ,

then, using (2.4), (2.13) and (3.7) in the x direction along (xi, xi+1) at xi+ 1
2
, we

have

(3.15)
∇x

hrhu(x, y) = Dxu(xi+ 1
2
, yj) +O′(ρ)

= Dxu(x, y) +O′(ρ).

Secondly, if (x, y) ∈ Ki,j+ 1
2
for some i, j, we first notice that, using (3.2) and (3.5),

the term (rhu)i+ 1
2 ,j+

1
2
is obtained by the same average as in (2.14). Then, applying

(3.9) to u where K is the quadrilateral connecting (xi, yj), (xi+1, yj), (xi+1, yj+1)
and (xi, yj+1), with the weighted average (xi+ 1

2
, yj+ 1

2
) in (2.7), we find that, for

1 ≤ i ≤ M − 1, 1 ≤ j ≤ N − 1,

(3.16) (rhu)i+ 1
2 ,j+

1
2
= u

(
xi+ 1

2
, yj+ 1

2

)
+O′(ρ2).

Then, using also (2.13) for rhu and (3.7) again in the x direction along (xi− 1
2
, xi+ 1

2
)

at xi, we obtain that, for (x, y) ∈ Ki,j+ 1
2
,

(3.17)
∇x

hrhu(x, y) = Dxu(xi, yj+ 1
2
) +O′(ρ)

= Dxu(x, y) +O′(ρ).

Hence, from (3.15) and (3.17), we see that in both cases

(3.18) |∇x
hrhu(x, y)−Dxu(x, y)| ≤ cρ,

where the constant c related to the C2 norm of u is independent of x, y and ρ.
Therefore, ∇x

hrhu → Dxu in L∞(Ω) as ρ → 0 and (3.14) holds. The proof being
the same for the y derivative, (C1) is now proven.

Remark 3.1. As we mentioned in the introduction, due to the weak consistency of
the FV scheme, we cannot prove (C2) for FV directly (see [6] and [9]). Instead we
introduce the corresponding (associated) FD scheme and prove (C2) for it (as well
as the stability and (C1) properties). Then, comparing the FV space and the FD
space, we will finally prove (C2) for FV.
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4. The corresponding Finite Difference Setting.

To define the FD mesh associated with the previous FV mesh, we set x̃0 = x̃ 1
2
=

ỹ0 = ỹ 1
2
= 0 and x̃M+1 = x̃M+ 1

2
= ỹN+1 = ỹN+ 1

2
= 1. We also set x̃i = xi, ỹj = yj

for 1 ≤ i ≤ M , 1 ≤ j ≤ N . Then, we define the FD nodal points x̃i+ 1
2
, ỹj+ 1

2
(see

Fig. 5):

(4.1)
x̃i+ 1

2
=

1

2
(x̃i + x̃i+1) , 1 ≤ i ≤ M − 1,

ỹj+ 1
2
=

1

2
(ỹj + ỹj+1) , 1 ≤ j ≤ N − 1.

Together with the order of the FV points in (2.8), it is also interesting to notice
the sequential order of the FD points x̃ (or ỹ):

(4.2)

x̃i = xi,

x̃i+ 1
2

=
1

2
(xi + xi+1) = (with (2.8)) = xi− 1

2
+

3

4
hi +

1

4
hi+1.

Hence, comparing with (2.8), we see that

(4.3) xi = x̃i < xi+ 1
2
, x̃i+ 1

2
< xi+1 = x̃i+1, 1 ≤ i ≤ M − 1,

but the respective orders of xi+ 1
2
and x̃i+ 1

2
may vary with i.

We set

(4.4)
h̃i = x̃i+ 1

2
− x̃i− 1

2
, k̃j = ỹj+ 1

2
− ỹj− 1

2
, 1 ≤ i ≤ M, 1 ≤ j ≤ N,

h̃i+ 1
2
= x̃i+1 − x̃i, k̃j+ 1

2
= ỹj+1 − ỹj , 0 ≤ i ≤ M, 0 ≤ j ≤ N,

and compare the FV mesh sizes h (or k) and the FD mesh sizes h̃ (or k̃):

(4.5)

h̃i = x̃i+ 1
2
− x̃i− 1

2

=
(
xi− 1

2
+

3

4
hi +

1

4
hi+1

)
−
(
xi− 3

2
+

3

4
hi−1 +

1

4
hi

)
=

(
xi− 1

2
− xi− 3

2

)
− 3

4
hi−1 +

1

2
hi +

1

4
hi+1

=
1

4
(hi−1 + 2hi + hi+1),

h̃i+ 1
2

= hi+ 1
2
.

Due to (4.1), we also observe useful relations among the FD mesh sizes: for 2 ≤
i ≤ M − 2,

(4.6) h̃i+ 1
2
+ h̃i− 1

2
= (x̃i+1 + x̃i)− (x̃i + x̃i−1) = 2(x̃i+ 1

2
− x̃i− 1

2
) = 2h̃i.

The K̃i,j are defined in the same manner as the Ki,j in (2.2) by replacing x and y

by x̃ and ỹ; their sides are h̃i+ 1
2
and k̃j+ 1

2
, and the geometric relation between the

FV and FD grids appears on Fig. 6 (in which e.g. x̃i+ 1
2
< xi+ 1

2
but ỹj− 1

2
> yj− 1

2
;

see (4.3)).
The space of step functions for FD is given by,

(4.7) Ṽh :=


step functions ũh on Ω such that
ũh|K̃i,j

= ũi,j , 0 ≤ i ≤ M + 1, 0 ≤ j ≤ N + 1,

and ũi,j = 0, if i = 0,M + 1, or j = 0, N + 1

 .
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~xi−1/2 xi+3/2

yj+1

yj+3/2

yj

yj−1/2

yj+1/2

~ ~

~

~

~

~

~

i+1x~i+1/2x~ix

Figure 5. The corresponding FD mesh and sets K̃i,j (rectangles),

K̃i+ 1
2 ,j

(dashed line) and K̃i,j+ 1
2
(thick solid line).

~

xi+1i−1/2 x x x i+3/2i+1/2i+1/2 x i+3/2xx i−1/2
~ ~ ~

ix

j

yj+3/2

y

yj+1/2

yj−1/2

j−1/2y

yj−1

j−3/2y

j−3/2y

yj+1

yj+3/2

j+1/2y

~

~

~

Figure 6. The FV(solid lines) and FD(dashed lines) meshes in Ω.

We also introduce the discrete FD derivative: for ũh ∈ Ṽh,

(4.8) ∇̃x
hũh =


ũi+1,j − ũi,j

h̃i+ 1
2

on K̃i+ 1
2 ,j

, 0 ≤ i ≤ M, 1 ≤ j ≤ N,

ũi+ 1
2 ,j+

1
2
− ũi− 1

2 ,j+
1
2

h̃i

on K̃i,j+ 1
2
, 1 ≤ i ≤ M, 0 ≤ j ≤ N,
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with

(4.9) ũi+ 1
2 ,j+

1
2
=

ũi+1,j+1 + ũi+1,j + ũi,j+1 + ũi,j

4
, 0 ≤ i ≤ M, 0 ≤ j ≤ N.2

The discrete derivative ∇̃y
hũh is defined similarly by replacing x̃, h̃ by ỹ, k̃ and

interchanging the indices i, j in (4.8). The domains of constancy for ∇̃hũh are the

sets K̃i,j+ 1
2
for 1 ≤ i ≤ M, 0 ≤ j ≤ N and K̃i+ 1

2 ,j
for 0 ≤ i ≤ M, 1 ≤ j ≤ N

that are defined in the similar way as in the FV case using x̃, ỹ instead of x, y (see
(2.11), (2.12) and Fig. 5). The scalar products (·, ·)Ṽh

, ((·, ·))Ṽh
and corresponding

norms | · |Ṽh
, || · ||Ṽh

are obtained from (2.15) by replacing uh, vh, h, k by ũh, ṽh,

h̃, k̃.
Exactly as in the FV case, we can prove the discrete Poincaré inequality for FD,

which occurs with the same constant:

Lemma 4.1. For every ũh ∈ Ṽh,

(4.10) |ũh|Ṽh
≤

√
2α−1||ũh||Ṽh

.

5. External approximation of H1
0 (Ω) by FD.

We again consider the diagram in Fig. 4 with now V = H1
0 (Ω), F = L2(Ω)3 and

Wh = Ṽh. The maps ω and ph are the same as in (3.2), but we now define rhv, for
v ∈ V, as follows

(5.1) rh(v)(x, y) =

{
v(x̃i, ỹj), (x, y) ∈ K̃i,j , 1 ≤ i ≤ M, 1 ≤ j ≤ N,

0, (x, y) ∈ K̃i,j , i = 0 or N + 1, or j = 0 or M + 1.

Similar to the FV case, the stability of the operators ph follows from the Poincaré
inequality in Lemma 4.1.

5.1. Proof of the property (C1) for FD. The proof is similar, and even simpler
than in the FV case; we recall it briefly. To show that, for u ∈ V,

(5.2) rhu → u strongly in L2(Ω) as ρ → 0,

we consider (x, y) ∈ K̃i,j ⊂ Ω, and, using (3.7), write

(5.3)
|rhu(x, y)− u(x, y)| = |u(x̃i, ỹj)− u(x, y)|

≤ sup
Ω

|Du|ρ+O′(ρ2).

Hence rhu → u in L∞(Ω) as ρ → 0 and (5.2) is valid.
To show that, for u ∈ V,

(5.4) ∇̃x
hrhu → Dxu strongly in L2(Ω) as ρ → 0,

we let (x, y) ∈ Ω and consider two cases. Firstly, if (x, y) ∈ K̃i+ 1
2 ,j

for some

0 ≤ i ≤ M , 1 ≤ j ≤ N , then by using (4.8), (5.1), and (3.7) along (x̃i, x̃i+1) at
x̃i+ 1

2
,

(5.5)
∇̃x

hrhu(x, y) = Dxu(x̃i+ 1
2
, ỹj) +O′(ρ)

= Dxu(x, y) +O′(ρ).

2Note that ũi+1/2,j+1/2 may not be zero for i = 0,M or j = 0, N , but may be “small”. This

is not inconsistent with the Dirichlet boundary condition which is well enforced by (4.7).
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Secondly, if (x, y) ∈ K̃i,j+ 1
2
for some i, j, we observe that, from (5.1), the term

(rhu)i+ 1
2 ,j+

1
2
is given by the same average as in (4.9). Hence, applying (3.9) to

u where K is the quadrilateral connecting (x̃i, ỹj), (x̃i+1, ỹj), (x̃i+1, ỹj+1) and
(x̃i, ỹj+1), with barycenter (x̃i+ 1

2
, ỹj+ 1

2
), we find that, for 1 ≤ i ≤ M − 1, 1 ≤

j ≤ N − 1,

(5.6) (rhu)i+ 1
2 ,j+

1
2
= u

(
x̃i+ 1

2
, ỹj+ 1

2

)
+O′(ρ2).

From (4.8), (5.1) and (5.6), we now infer that, for (x, y) ∈ K̃i,j+ 1
2
, using (3.7) again

along (x̃i− 1
2
, x̃i+ 1

2
) at x̃i,

(5.7)
∇̃x

hrhu(x, y) = Dxu(x̃i, ỹj+ 1
2
) +O′(ρ)

= Dxu(x, y) +O′(ρ).

From (5.5) and (5.7), we see that in all cases

(5.8) |∇̃x
hrhu(x, y)−Dxu(x, y)| ≤ O′(ρ) → 0 as ρ → 0,

and thus, ∇̃x
hrhu → Dxu in L∞(Ω) as ρ → 0 and (5.4) holds. With the same result

for the y variable, the proof of (C1) is complete.

5.2. Proof of (C2) for FD. To prove (C2), we impose another condition to our
mesh sizes, namely

(5.9)

sup
2≤i≤M−1

hi+1 − hi−1

h
= η1 → 0 as ρ → 0,

sup
2≤j≤N−1

kj+1 − kj−1

k
= η2 → 0 as ρ → 0.

Note that η1 = η2 = 0 for a uniform mesh and in the typically annoying case
considered in [6] and [9] where h2i = h, h2i+1 = 2h.

We want to verify (C2); so let us assume that ũh ∈ Ṽh, ∀h, and that, as ρ → 0:

(5.10) ũh ⇀ ϕ0, ∇̃hũh ⇀ (ϕ1, ϕ2) weakly in L2(Ω).

We have to show that, for ∀θ ∈ C∞
0 (R2),

(5.11)

∫
R2

(
ϕ1, ϕ2

)
θdxdy = −

∫
R2

ϕ0Dθdxdy

where ϕ is equal to ϕ in Ω and to 0 in R2 \ Ω. Indeed if (5.11) is proven, then
(ϕ1, ϕ2) = Dϕ0 which implies that ϕ0 ∈ H1(R2), and thus ϕ0 ∈ H1

0 (Ω) with
(ϕ1, ϕ2) = Dϕ0, since ϕ0 vanishes outside of Ω.
We set

(5.12) Ih = (Ixh , I
y
h) =

∫
R2

∇̃hũhθdxdy =

∫
Ω

∇̃hũhθdxdy.

By (5.10), we promptly see that Ih converges to the left-hand side of (5.11). Both
directions being handled similarly, to verify (5.11) and (C2), we only need to show
that:

(5.13) Ixh =

∫
Ω

∇̃x
hũhθdxdy → −

∫
Ω

ϕ0Dxθdxdy = −
∫
R2

ϕ0Dxθdxdy, as ρ → 0.
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The regions of constancy K̃i+ 1
2 ,j

and K̃i,j+ 1
2
of the discrete FD derivatives ∇̃hũh

are handled differently. Therefore, to obtain (5.13), we write
(5.14)

Ixh = I1 + I2,

I1 =

∫
Ω

( ∑
0≤i≤M
1≤j≤N

∇̃x
hũhχK̃

i+1
2
,j

)
θdxdy, I2 =

∫
Ω

( ∑
1≤i≤M
0≤j≤N

∇̃x
hũhχK̃

i,j+1
2

)
θdxdy,

and, after we simplify each of I1 and I2, we will show that under the assumptions
(2.18), (2.19) and (5.9), Ixh converges to the right-hand side of (5.13) as ρ → 0.

We observe that, for 0 ≤ i ≤ M , 1 ≤ j ≤ N , the areas of the quadrilaterals

K̃i+ 1
2 ,j

are 2−1h̃i+ 1
2
k̃j and their centers are (x̂i+ 1

2
, ŷj), where

(5.15)
x̂i+ 1

2
= x̃i+ 1

2
, 1 ≤ i ≤ M − 1, x̂ 1

2
=

1

3
x̃1, x̂M+ 1

2
=

1

3
(2 + x̃M ) ,

ŷj =
1

3

(
ỹj− 1

2
+ ỹj + ỹj+ 1

2

)
, 1 ≤ j ≤ N ;

hence, using Lemma 3.1, we find that

(5.16)
1

h̃i+ 1
2

∫
K̃

i+1
2
,j

θdxdy =
k̃j
2
θ
(
x̂i+ 1

2
, ŷj

)
+O′(ρ3),

where, due to (3.5), O′(ρ3) is bounded by c|θ|C2ρ3 for a constant c independent of
the mesh sizes.
We then simplify I1 by using (4.7) and (5.16):

(5.17)

I1 =
∑

0≤i≤M
1≤j≤N

∫
K̃

i+1
2
,j

h̃−1
i+ 1

2

(ũi+1,j − ũi,j) θdxdy

= (by changing the indices and using u0,j = uM+1,j = 0)

=
∑

0≤i≤M
1≤j≤N

ũi,j

{
h̃−1
i− 1

2

∫
K̃

i− 1
2
,j

θdxdy − h̃−1
i+ 1

2

∫
K̃

i+1
2
,j

θdxdy
}

= −1

2

∑
0≤i≤M
1≤j≤N

ũi,j k̃j
{
θ
(
x̂i+ 1

2
, ŷj

)
− θ

(
x̂i− 1

2
, ŷj

)}
+O′(ρ)|ũh|Ṽh

.

Using (3.7) for θ along (x̂i− 1
2
, x̂i+ 1

2
) at xi, we write I1 in (5.17) in the form:

(5.18) I1 = −1

2

∑
1≤i≤M
1≤j≤N

ũi,jDxθ (x̃i, ŷj) h̃ik̃j +O′(ρ)|ũh|Ṽh
.

Now, to obtain the expression of I2 similar to (5.18), we consider the quadrilat-

erals K̃i,j+ 1
2
, 1 ≤ i ≤ M , 0 ≤ j ≤ N with areas 2−1h̃ik̃j+ 1

2
and centers (x̂i, ŷj+ 1

2
):

(5.19)
x̂i =

1

3

(
x̃i− 1

2
+ x̃i + x̃i+ 1

2

)
, 1 ≤ i ≤ M,

ŷj+ 1
2
= ỹj+ 1

2
, 1 ≤ j ≤ N − 1, ŷ 1

2
=

1

3
ỹ1, ŷN+ 1

2
=

1

3
(2 + ỹN ) .
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Using Lemma 3.1 on K̃i,j+ 1
2
, we find that, for 1 ≤ i ≤ M , 0 ≤ j ≤ N ,

(5.20)
1

h̃i

∫
K̃

i,j+1
2

θdxdy =
k̃j+ 1

2

2
θ
(
x̂i, ŷj+ 1

2

)
+O′(ρ3),

where O′(ρ3) is bounded by c|θ|C2ρ3 as in (5.16).

Due to the definition of ∇̃h in (4.8), (4.9), using (3.7), we write I2 in (5.14) in the
form:
(5.21)

I2 =
∑

1≤i≤M
1≤j≤N

∫
K̃

i,j+1
2

1

4h̃i

(ũi+1,j+1 + ũi+1,j − ũi−1,j+1 − ũi−1,j) θdxdy

= (changing indices for i and using (5.19) and (5.20))

= −1

8

∑
1≤i≤M
1≤j≤N

(ũi,j+1 + ũi,j) k̃j+ 1
2

{
θ
(
x̂i+1, ŷj+ 1

2

)
− θ

(
x̂i−1, ŷj+ 1

2

)}
+ O′(ρ)|ũh|Ṽh

= −1

8

∑
1≤i≤M
1≤j≤N

(ũi,j+1 + ũi,j) k̃j+ 1
2
Dxθ

(
x̃i, ŷj+ 1

2

)
(x̂i+1 − x̂i−1) +O′(ρ)|ũh|Ṽh

,

where, using (5.20) and treating boundary terms for i = 0,M , O′(ρ) is bounded by
c|θ|C2ρ for a constant c independent of the mesh sizes.
For I2 in (5.21), we change the indices for j, and use (3.9) and the analog of (4.6)
in the y direction. As a result, we find

(5.22)
I2 = −1

4

∑
1≤i≤M
1≤j≤N

ũi,jDxθ(x̃i, yj)(x̂i+1 − x̂i−1)k̃j +O′(ρ)|ũh|Ṽh
,

where

(5.23) yj =
k̃j+ 1

2
ŷj+ 1

2
+ k̃j− 1

2
ŷj− 1

2

k̃j+ 1
2
+ k̃j− 1

2

.

We also notice that, for 2 ≤ i ≤ M − 1,

(5.24)

x̂i−1 − x̂i+1 = (using (5.15) for x̂i, and (2.6), (2.8), (4.2) and (4.5))

= −2h̃i +
1

12
{(hi − hi+2) + (hi − hi−2)} ,

and hence, using the assumption (5.9), (5.22) yields

(5.25)
I2 = −1

2

∑
1≤i≤M
1≤j≤N

ũi,jDxθ(x̃i, yj)h̃ik̃j +O′(η1)|ũh|Ṽh
,

where O′(η1) is bounded by cη1 for a constant c independent of the mesh sizes.

Now, since the area of K̃i,j is equal to h̃ik̃j , from (5.14), (5.18) and (5.25), we
can rewrite Ixh in the form:

(5.26) Ixh = −
∫
Ω

ũhD
x
hθdxdy +O′(η1)|ũh|Ṽh

,
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with

(5.27) Dx
hθ =

∑
1≤i≤M
1≤j≤N

1

2

{
Dxθ(x̃i, ŷj) +Dxθ(x̃i, yj)

}
χK̃i,j

.

Then, since θ is in C∞
0 (R2), it is easy to see that, as ρ → 0, Dx

hθ converges to Dxθ
strongly in L2(Ω) and we now conclude that

(5.28) Ixh → −
∫
Ω

ϕ0Dxθdxdy as ρ → 0;

the proof of (C2) for FD is complete.

6. A map between the FD and FV spaces.

To prove the (C2) property for finite volumes, we introduce the following map

Λh : Ṽh → Vh between the FD and FV spaces:

(6.1) Λh

( ∑
1≤i≤M
1≤j≤N

ũi,jχK̃i,j

)
=

∑
1≤i≤M
1≤j≤N

ũi,jχKi,j .

Its inverse Λ−1
h mapping Vh into Ṽh is defined by

(6.2) Λ−1
h

( ∑
1≤i≤M
1≤j≤N

ui,jχKi,j

)
=

∑
1≤i≤M
1≤j≤N

ui,jχK̃i,j
.

We now state and prove a lemma estimating the L2 norms of uh − Λ−1
h uh and of

ũh − Λhũh.

Lemma 6.1. For any uh ∈ Vh and ũh ∈ Ṽh, we have

(6.3)
|uh − Λ−1

h uh|L2(Ω) ≤
√
30α− 1

2 ρ∥uh∥Vh
,

|ũh − Λhũh|L2(Ω) ≤
√
30α− 1

2 ρ∥ũh∥Ṽh
.

Proof. We only prove (6.3)1. By the points ordering relations (2.8) and (4.2) (see

also Fig. 6), we see that Ki,j can only intersect its neighbors K̃i,j±1, K̃i±1,j ,

K̃i±1,j±1 and that

(6.4)
∣∣uh − Λ−1

h uh

∣∣ =



|ui,j − ui,j±1|, on Ki,j ∩ K̃i,j±1,

|ui,j − ui±1,j |, on Ki,j ∩ K̃i±1,j ,

|ui,j − ui−1,j±1|, on Ki,j ∩ K̃i−1,j±1,

|ui,j − ui+1,j±1|, on Ki,j ∩ K̃i+1,j±1,

0, on Ki,j \
(
K̃i,j±1 ∪ K̃i±1,j ∪ K̃i±1,j±1

)
.

Thus

(6.5)

∫
Ki,j

∣∣uh − Λ−1
h uh

∣∣2 ≤ hikj
{
|ui,j − ui,j±1|2 + |ui,j − ui±1,j |2

+|ui,j − ui−1,j±1|2 + |ui,j − ui+1,j±1|2
}
.

For the last two terms in the right-hand side of (6.5), we write

(6.6)
|ui,j − ui−1,j±1|2 ≤ 2 |ui,j − ui−1,j |2 + 2 |ui−1,j − ui−1,j±1|2 ,

|ui,j − ui+1,j±1|2 ≤ 2 |ui,j − ui+1,j |2 + 2 |ui+1,j − ui+1,j±1|2 ,
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and hence

(6.7)

∫
Ki,j

∣∣uh − Λ−1
h uh

∣∣2 ≤ 5hikj
{
|ui,j − ui,j±1|2 + |ui,j − ui±1,j |2

+|ui−1,j − ui−1,j±1|2 + |ui+1,j − ui+1,j±1|2
}
.

By summing in i and j, we find
(6.8)∫

Ω

∣∣uh − Λ−1
h uh

∣∣2 dxdy
≤ 5

∑
1≤i≤M
1≤j≤N

hikj
{
|ui,j − ui,j±1|2 + |ui,j − ui±1,j |2

+|ui−1,j − ui−1,j±1|2 + |ui+1,j − ui+1,j±1|2
}

≤ (by changing indices)

≤ 15
∑

1≤i≤M

h
{ ∑

1≤j≤N

kj |ui,j − ui,j±1|2
}
+ 5

∑
1≤j≤N

k
{ ∑

1≤i≤M

hi |ui,j − ui±1,j |2
}

≤ (with (2.13) and (2.19))

≤ 30h−1hk
2 ∑
1≤i≤M
0≤j≤N

|ui,j+1 − ui,j |2

kj+ 1
2

hi + 10k−1kh
2 ∑
0≤i≤M
1≤j≤N

|ui+1,j − ui,j |2

hi+ 1
2

kj

≤ 30α−1ρ2∥uh∥2Vh
;

(6.3)1 follows. �

We pursue in our task of proving the property (C2) for finite volumes, and

now we want to compare ∇huh and ∇̃hΛ
−1
h uh. We recall that the domains of

constancy of the FV derivatives ∇x
huh, ∇y

huh are the quadrilaterals Ki+ 1
2 ,j

and

Ki,j+ 1
2
; for the finite differences, those are the quadrilaterals K̃i+ 1

2 ,j
and K̃i,j+ 1

2
.

Considering for instanceKi+ 1
2 ,j

, we notice that this quadrilateral may only intersect

the quadrilaterals K̃i+ 1
2 ,j+s, s = 0,±1 and Ki+r,j± 1

2
, r = 0, 1; see Fig. 7. To obtain

the property (C2) for FV, we impose an additional technical assumption on the
mesh, namely:

(6.9)

sup
2≤i≤M−1
2≤j≤N−1

1

hk

∣∣∣Ki,j+ 1
2
\
(
Ki,j+ 1

2
∩ K̃i,j+ 1

2

)∣∣∣ = η3 → 0 as ρ → 0,

sup
2≤i≤M−1
2≤j≤N−1

1

hk

∣∣∣Ki+ 1
2 ,j

\
(
Ki+ 1

2 ,j
∩ K̃i+ 1

2 ,j

)∣∣∣ = η4 → 0 as ρ → 0.

We notice that the areas of Ki,j+ 1
2
and K̃i,j+ 1

2
are respectively 2−1hikj+ 1

2
and

2−1h̃ikj+ 1
2
, and therefore, there exits 0 <

̂̂
hi ≤ min(hi, h̃i) such that

(6.10)
∣∣∣Ki,j+ 1

2
∩ K̃i,j+ 1

2

∣∣∣ = 1

2
̂̂
hikj+ 1

2
.

Thanks to (6.10), we can rewrite the assumptions (6.9) in the form:

(6.11) sup
2≤i≤M−1

hi −
̂̂
hi

h
= η3 → 0, sup

2≤j≤N−1

kj −
̂̂
kj

k
= η4 → 0 as ρ → 0,
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Figure 7. Ki+ 1
2 ,j

(thick solid lines) and nearby K̃i,j+ 1
2
, K̃i+ 1

2 ,j

(thick dashed lines) which may intersect.

and, due to the assumptions (5.9) and (6.11), we find that
(6.12)

sup
3≤i≤M−2

̂̂
hi+1 −

̂̂
hi−1

h
= sup

3≤i≤M−2

( ̂̂hi+1 − hi+1

h
+

hi+1 − hi−1

h
+

hi−1 −
̂̂
hi−1

h

)
≤ η1 + η3,

sup
3≤j≤N−2

̂̂
kj+1 −

̂̂
kj−1

k
= sup

3≤j≤N−2

( ̂̂kj+1 − kj+1

k
+

kj+1 − kj−1

k
+

kj−1 −
̂̂
kj−1

k

)
≤ η2 + η4.

We now state the following lemma which is the last ingredient needed to show the
property (C2) for FV.

Lemma 6.2. Under the assumptions (2.18), (2.19), (5.9) and (6.11), we have
that, for any φ ∈ C∞

0 (R2), and uh ∈ Vh,

(6.13)

∣∣∣∣∫
Ω

(
∇x

huh − ∇̃x
hΛ

−1
h uh

)
φdxdy

∣∣∣∣ ≤ c(η1 + η3 + η4)∥uh∥Vh
,∣∣∣∣∫

Ω

(
∇y

huh − ∇̃y
hΛ

−1
h uh

)
φdxdy

∣∣∣∣ ≤ c(η2 + η3 + η4)∥uh∥Vh
,

for a constant c depending on φ, but independent of the mesh sizes.

Proof. We only prove the first inequality in (6.13).

We observe from (2.13) and (4.8) that ∇x
huh − ∇̃x

h Λ−1
h uh vanishes on the sets
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Ki+ 1
2 ,j

∩ K̃i+ 1
2 ,j

, but it may not on the sets Ki,j+ 1
2
∩ K̃i,j+ 1

2
.

On each Ki,j+ 1
2
∩ K̃i,j+ 1

2
, by using (2.13), (2.14), (4.5), (4.8) and (4.9), we find

(6.14)

(
∇x

huh − ∇̃x
h Λ−1

h uh

)
K

i,j+1
2
∩K̃

i,j+1
2

= h−1
i

(
ui+ 1

2 ,j+
1
2
− ui− 1

2 ,j+
1
2

)
− h̃−1

i

(
ũi+ 1

2 ,j+
1
2
− ũi− 1

2 ,j+
1
2

)
= J1 + J2,

where

(6.15)

J1 =
hi+1kjui,j+1 + hi+1kj+1ui,j

hi(hi + hi+1)(kj + kj+1)
− hi−1kjui,j+1 + hi−1kj+1ui,j

hi(hi−1 + hi)(kj + kj+1)
,

J2 =
kjui+1,j+1 + kj+1ui+1,j

(hi + hi+1)(kj + kj+1)
− kjui−1,j+1 + kj+1ui−1,j

(hi−1 + hi)(kj + kj+1)

−ui+1,j+1 + ui+1,j − ui−1,j+1 − ui−1,j

hi−1 + 2hi + hi+1
.

We now rewrite the terms J1 and J2 in the form:

(6.16)

J1 =
(hi+1 − hi−1)

(hi−1 + hi)(hi + hi+1)(kj + kj+1)
[kjui,j+1 + kj+1ui,j ]

=
(hi+1 − hi−1)(kj − kj+1)

2(hi−1 + hi)(hi + hi+1)(kj + kj+1)
(ui,j+1 − ui,j) + J ′

1,

J ′
1 =

hi+1 − hi−1

2(hi−1 + hi)(hi + hi+1)
(ui,j+1 + ui,j) ,

and

(6.17)

J2 =

[
1

2(hi + hi+1)
− 1

hi−1 + 2hi + hi+1

]
(ui+1,j+1 + ui+1,j)

+

[
−1

2(hi−1 + hi)
+

1

hi−1 + 2hi + hi+1

]
(ui−1,j+1 + ui−1,j)

+
kj − kj+1

2(kj + kj+1)

[
ui+1,j+1 − ui+1,j

hi + hi+1
− ui−1,j+1 − ui−1,j

hi−1 + hi

]
=

kj − kj+1

2(kj + kj+1)

[
ui+1,j+1 − ui+1,j

hi + hi+1
− ui−1,j+1 − ui−1,j

hi−1 + hi

]
+ J ′

2

J ′
2 =

hi−1 − hi+1

2(hi + hi+1)(hi−1 + 2hi + hi+1)
(ui+1,j+1 + ui+1,j)

+
hi−1 − hi+1

2(hi−1 + hi)(hi−1 + 2hi + hi+1)
(ui−1,j+1 + ui−1,j) .

We can combine as follows the terms J ′
1 and J ′

2 in (6.16) and (6.17):

(6.18)

hi−1 − hi+1

2(hi + hi+1)(hi−1 + 2hi + hi+1)
[(ui+1,j+1 − ui,j+1) + (ui+1,j − ui,j)]

+
hi−1 − hi+1

2(hi−1 + hi)(hi−1 + 2hi + hi+1)
[(ui−1,j+1 − ui,j+1) + (ui−1,j − ui,j)] .
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Then, using (6.16), (6.17) and (6.18), we can rewrite (6.14) in the form:
(6.19)

J1 + J2 = K1 +K2 +K3,

K1 =
(hi+1 − hi−1)(kj − kj+1)

2(hi−1 + hi)(hi + hi+1)(kj + kj+1)
(ui,j+1 − ui,j) ,

K2 =
hi−1 − hi+1

2(hi + hi+1)(hi−1 + 2hi + hi+1)
[(ui+1,j+1 − ui,j+1) + (ui+1,j − ui,j)]

+
hi−1 − hi+1

2(hi−1 + hi)(hi−1 + 2hi + hi+1)
[(ui−1,j+1 − ui,j+1) + (ui−1,j − ui,j)] ,

K3 =
kj − kj+1

2(kj + kj+1)

{
ui+1,j+1 − ui+1,j

hi + hi+1
− ui−1,j+1 − ui−1,j

hi−1 + hi

}
.

Using (2.16) and the assumption (5.9), we then treat the term K1:

(6.20)

∣∣∣ ∑
1≤i≤M
0≤j≤N

∫
K

i,j+1
2
∩K̃

i,j+1
2

K1φdxdy
∣∣∣

≤ c
∑

1≤i≤M
0≤j≤N

|hi+1 − hi−1|
h2 |ui,j+1 − ui,j |

∣∣∣ ∫
K

i,j+1
2
∩K̃

i,j+1
2

φdxdy
∣∣∣

≤ c
∑

1≤i≤M
0≤j≤N

|hi+1 − hi−1||ui,j+1 − ui,j |

≤ c
(
η1 +O′(ρ)

)
∥uh∥Vh

,

where c is a positive constant depending on φ, but independent of the mesh sizes.
Using the estimate similar to (6.20), we also obtain

(6.21)
∣∣∣ ∑
1≤i≤M
0≤j≤N

∫
K

i,j+1
2
∩K̃

i,j+1
2

K2φdxdy
∣∣∣ ≤ c

(
η1 +O′(ρ)

)
∥uh∥Vh

.

For the term K3, we use (3.5) on Ki,j+ 1
2
∩K̃i,j+ 1

2
with area 2−1̂̂hikj+ 1

2
and barycen-

ter (xi,j+ 1
2
, yi,j+ 1

2
):

(6.22)∫
K

i,j+1
2
∩K̃

i,j+1
2

φdxdy =
1

2
̂̂
hikj+ 1

2
φi,j+ 1

2
+O′(ρ4), φi,j+ 1

2
= φ

(
xi,j+ 1

2
, yi,j+ 1

2

)
,

where O′(ρ4) is bounded by c|φ|C2ρ4. Then, by (2.6) and (6.22), we write
(6.23)∣∣∣ ∑

1≤i≤M
0≤j≤N

∫
K

i,j+1
2
∩K̃

i,j+1
2

K3φdxdy
∣∣∣ = ∣∣∣ ∑

1≤i≤M
0≤j≤N

K3
1

2
̂̂
hikj+ 1

2
φi,j+ 1

2

∣∣∣+O′(ρ)∥uh∥Vh
,

and, by changing the indices in (6.23), we find
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(6.24)∣∣∣ ∑
1≤i≤M
0≤j≤N

∫
K

i,j+1
2
∩K̃

i,j+1
2

K3φdxdy
∣∣∣

=
∣∣∣ ∑
1≤i≤M
0≤j≤N

kj − kj+1

8
(ui,j+1 − ui,j)

{ ̂̂
hi−1

hi−1 + hi
φi−1,j+ 1

2
−

̂̂
hi+1

hi + hi+1
φi+1,j+ 1

2

}∣∣∣
+O′(ρ)∥uh∥Vh

.

We also find that

(6.25)

̂̂
hi−1

hi−1 + hi
φi−1,j+ 1

2
−

̂̂
hi+1

hi + hi+1
φi+1,j+ 1

2

=
1

2

{ ̂̂
hi−1

hi−1 + hi
+

̂̂
hi+1

hi + hi+1

}
(φi−1,j+ 1

2
− φi+1,j+ 1

2
)

+
1

2

{ ̂̂
hi−1

hi−1 + hi
−

̂̂
hi+1

hi + hi+1

}
(φi−1,j+ 1

2
+ φi+1,j+ 1

2
),

and

(6.26)

̂̂
hi−1

hi−1 + hi
−

̂̂
hi+1

hi + hi+1

=
hi

(̂̂
hi−1 −

̂̂
hi+1

)
+

̂̂
hi−1 (hi+1 − hi−1) +

(̂̂
hi−1 −

̂̂
hi+1

)
hi−1

(hi−1 + hi) (hi + hi+1)

=
̂̂
hi−1 −

̂̂
hi+1

hi + hi+1
+

̂̂
hi−1 (hi+1 − hi−1)

(hi−1 + hi) (hi + hi+1)
.

Therefore, using (6.25) and (6.26), we can bound (6.24) by L1 + L2 + L3 where
(6.27)

L1 =
∣∣∣ ∑
1≤i≤M
0≤j≤N

{kj − kj+1

16
(ui,j+1 − ui,j)

[ ̂̂
hi−1

hi−1 + hi
+

̂̂
hi+1

hi + hi+1

]
(
φi−1,j+ 1

2
− φi+1,j+ 1

2

)}∣∣∣,
L2 =

∣∣∣ ∑
1≤i≤M
0≤j≤N

kj − kj+1

16
(ui,j+1 − ui,j)

̂̂
hi−1 −

̂̂
hi+1

hi + hi+1

(
φi−1,j+ 1

2
+ φi+1,j+ 1

2

)∣∣,
L3 =

∣∣∣ ∑
1≤i≤M
0≤j≤N

{kj − kj+1

16
(ui,j+1 − ui,j)

̂̂
hi−1 (hi+1 − hi−1)

(hi−1 + hi) (hi + hi+1)

(
φi−1,j+ 1

2
+ φi+1,j+ 1

2

)}∣∣∣.
We control the Li, 1 ≤ i ≤ 3, terms of (6.27): for a positive constant c independent
of the mesh sizes,

(6.28) L1 ≤ c
∑

1≤i≤M
0≤j≤N

|ui,j+1 − ui,j |
∣∣∣φi−1,j+ 1

2
− φi+1,j+ 1

2

∣∣∣ ρ ≤ c|Dφ|L2∥uh∥Vh
ρ.
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Under the assumption (6.12), we use the analog of (6.20) and find

(6.29) L2 ≤ c
∑

1≤i≤M
0≤j≤N

|ui,j+1 − ui,j |
∣∣∣̂̂hi+1 −

̂̂
hi−1

∣∣∣ ≤ c
(
η1 + η3 +O′(ρ)

)
∥uh∥Vh

.

Under the assumption (5.9), the term L3 can be easily treated as (6.20) and we
finally obtain, from (6.19)-(6.21) and (6.27)-(6.29), that

(6.30)
∣∣∣ ∑
1≤i≤M
0≤j≤N

∫
K

i,j+1
2
∩K̃

i,j+1
2

(
∇x

huh − ∇̃x
hΛ

−1
h uh

)
φdxdy

∣∣∣ ≤ c(η1 + η3)∥uh∥Vh
.

Now, to treat ∇x
huh − ∇̃x

h Λ−1
h uh on Ki,j+ 1

2
\
(
Ki,j+ 1

2
∩ K̃i,j+ 1

2

)
or Ki+ 1

2 ,j
\(

Ki+ 1
2 ,j

∩ K̃i+ 1
2 ,j

)
, we recall that the quadrilateral Ki+ 1

2 ,j
may only intersect the

quadrilaterals K̃i+ 1
2 ,j+s, s = 0,±1 and Ki+r,j± 1

2
, r = 0, 1, and similarly the Ki,j+ 1

2

may only intersect the quadrilaterals K̃i+s,j+ 1
2
, s = 0,±1 and K̃i± 1

2 ,j+r, r = 0, 1;

see Fig. 7. We then, observe that
(6.31)∣∣∣∇x

huh|K
i+1

2
,j

∣∣∣( or
∣∣∣∇̃x

hΛ
−1
h uh|K̃

i+1
2
,j

∣∣∣) ≤ 1

h
|ui+1,j − ui,j | ,∣∣∣∇̃x

hΛ
−1
h uh|K̃

i,j+1
2

∣∣∣ ≤ 1

4h
{|ui+1,j+1 − ui−1,j+1|+ |ui+1,j − ui−1,j |} ,∣∣∣∇x

huh|K
i,j+1

2

∣∣∣ ≤ 1

8h
{|ui+1,j+1 − ui+1,j |+ |ui+1,j+1 − ui,j+1|+ |ui+1,j − ui,j |

+ |ui,j+1 − ui,j |+ |ui,j+1 − ui−1,j+1|+ |ui,j − ui−1,j |+ |ui−1,j+1 − ui−1,j |} .

If we set

(6.32) K∗
i,j =

{
Ki,j+ 1

2
\
(
Ki,j+ 1

2
∩ K̃i,j+ 1

2

)}
∪
{
Ki+ 1

2 ,j
\
(
Ki+ 1

2 ,j
∩ K̃i+ 1

2 ,j

)}
,

where the indices are 1 ≤ i ≤ M , 0 ≤ j ≤ N for Ki,j+ 1
2
, and 0 ≤ i ≤ M ,

1 ≤ j ≤ N for Ki+ 1
2 ,j

, then, thanks to (6.9) and (6.31), we find that, for a constant

c independent of the mesh sizes,

(6.33)

∣∣∣∣∣∣
∑
i,j

∫
K∗

i,j

(
∇x

huh − ∇̃x
h Λ−1

h uh

)
φdxdy

∣∣∣∣∣∣
≤

∑
i,j

{
|∇x

huh|+
∣∣∣∇̃x

hΛ
−1
h uh

∣∣∣} ∣∣∣∣∫
K∗

φdxdy

∣∣∣∣
≤

∑
i,j

{
|∇x

huh|+
∣∣∣∇̃x

hΛ
−1
h uh

∣∣∣}hk (η3 + η4)

≤ (by changing indices in (6.31) and treating the boundary terms)

≤ c (η3 + η4)
∑
i,j

{|ui+1,j − ui,j |+ |ui,j+1 − ui,j |}h

≤ c (η3 + η4) ∥uh∥Vh
.
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Consequently, from (6.30) and (6.33), we obtain

(6.34)

∣∣∣ ∫
Ω

(
∇x

huh − ∇̃x
hΛ

−1
h uh

)
φdxdy

∣∣∣
=

∣∣∣ ∑
1≤i≤M
0≤j≤N

∫
K

i,j+1
2

(
∇x

huh − ∇̃x
hΛ

−1
h uh

)
φdxdy

+
∑

0≤i≤M
1≤j≤N

∫
K

i+1
2
,j

(
∇x

huh − ∇̃x
hΛ

−1
h uh

)
φdxdy

∣∣∣
≤ |(6.30)|+ |(6.33)| ≤ c(η1 + η3 + η4)∥uh∥Vh

,

and this is (6.13)1 as desired. �

Remark 6.1. It is noteworthy that, since η3 in (6.11) is not equal to zero for
the case where h2i = h and h2i+1 = 2h, the assumption (6.11) is somewhat more

restrictive than the assumption (6.12); in (6.12),
̂̂
hi+1 −

̂̂
hi−1, 3 ≤ i ≤ M − 2, are

equal to zero when h2i = h and h2i+1 = 2h.

Remark 6.2. For the case where h2i = h, h2i+1 = 2h, it is enough to impose the
condition (6.12) and, for such a special case, we can prove Lemma 6.2 by using the
discrete integration by parts. But here we assume (6.11) to handle more complicated
meshes, for which, the geometric complexity of the mesh prevents us from using the
discrete integration by parts.

Now, thanks to Lemma 6.2, we deduce the convergence result of the FV in the
following theorem:

Theorem 6.1. Under the assumptions (2.18), (2.19), (5.9) and (6.11), the (C2)
property for the external approximation of H1

0 (Ω) by the FV spaces Vh holds true.
Hence, with (3.3) and (3.4)1, we conclude that the FV approximation is stable and
convergent.

Proof. Consider {uh} ∈ Vh such that phuh ⇀ ϕ = (ϕ0, ϕ1, ϕ2) weakly in F :

(6.35)


uh ⇀ ϕ0 weakly in L2(Ω),

∇x
huh ⇀ ϕ1 weakly in L2(Ω),

∇y
huh ⇀ ϕ2 weakly in L2(Ω).

Then, to prove the (C2) property for the FV method, we have to verify that ϕ0 ∈
H1

0 (Ω) and (ϕ1, ϕ2) = Dϕ0. But, since the property (C2) for the FD method holds,
it is sufficient to show that

(6.36)


Λ−1
h uh ⇀ ϕ0 weakly in L2(Ω),

∇̃x
hΛ

−1
h uh ⇀ ϕ1 weakly in L2(Ω),

∇̃y
hΛ

−1
h uh ⇀ ϕ2 weakly in L2(Ω).

Property (6.36)1 is true by Lemma 6.1 and the boundedness of ∥uh∥Vh
; (6.36)2

and (6.36)3 are valid because of Lemma 6.2 and the boundedness of ∥uh∥Vh
again.

Hence we obtain the property (C2) for the FV method. �
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7. An application.

Now, as an application of the convergence result for the FV method, we briefly
show how one can implement the FV method to approximate the solutions of some
typical elliptic equations with Dirichlet boundary condition, and prove the conver-
gence results.

We consider a general two dimensional Dirichlet problem in the form:
(7.1){

−∂αaαβ(x, y)∂βu+ ∂α
(
bα(x, y)u

)
+ g(x, y)u = f(x, y) in Ω = (0, 1)2 ⊂ R2,

u = 0 on ∂Ω,

where the Einstein summation convention is understood for the Greek indices α, β =
1, 2. For simplicity, we assume that, for each α, β = 1, 2,

(7.2) aα,β , g, f ∈ C0(Ω), bα ∈ C2(Ω),

and, for the coercivity of the problem (7.1), we also impose the following properties
on aαβ(x, y), bα(x, y) and g(x, y):

(7.3)


aαβ(x, y)ξαξβ ≥ κ1|ξ|2, ∀ξ = (ξ1, ξ2) ∈ R2,

1

2
∂αbα(x, y) + g(x, y) ≥ κ2 > 0,

for suitable strictly positive constants κ1 and κ2.
The variational form of (7.1) is classical:

(7.4) To find u ∈ V = H1
0 (Ω) such that a(u, v) =< l, v >, ∀v ∈ V,

where

(7.5)

a(u, v) =

∫
Ω

(
aαβ∂βu∂αv − bαu∂αv + guv

)
dxdy,

< l, v >=

∫
Ω

fvdxdy.

Note that, thanks to the Lax-Milgram theorem, we obtain the existence and unique-
ness of the solution u of (7.1) in V = H1

0 (Ω).

To construct the FV approximation of (7.5), we use the spaces Vh introduced in
Section 2 as well as all the notations of the previous sections as needed. We first
consider the convection term in (7.1) which is the most problematic: we start by
integrating this term over a rectangle Ki,j for fixed i, j, and use the Stokes formula:

(7.6)

∫
Ki,j

∂α
(
bαu

)
dxdy =

∫
∂Ki,j

(
b1u, b2u

)
· ni,jdS

= Fi+ 1
2 ,j

− Fi− 1
2 ,j

+ Fi,j+ 1
2
− Fi,j− 1

2 j
,

where ni,j is the unit outer normal on Ki,j and where Fi+ 1
2 ,j

and Fi,j+ 1
2
are the

fluxes along the parts of boundary {xi+ 1
2
}×(yj− 1

2
, yj+ 1

2
) and (xi− 1

2
, xi+ 1

2
)×{yj+ 1

2
}

respectively. Since the unit outer normal ni,j of Ki,j is (±1, 0) or (0,±1), we can
approximate those fluxes in the following way: for 0 ≤ i ≤ M , 1 ≤ j ≤ N ,

(7.7) Fi+ 1
2 ,j

=

∫ y
j+1

2

y
j− 1

2

b1(xi+ 1
2
, y)u(xi+ 1

2
, y)dy ∼= b1(xi+ 1

2
, yj)u

∗
i+ 1

2 ,j
kj ,
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and, for 1 ≤ i ≤ M , 0 ≤ j ≤ N ,

(7.8) Fi,j+ 1
2
=

∫ x
i+1

2

x
i− 1

2

b2(x, yj+ 1
2
)u(x, yj+ 1

2
)dx ∼= b2(xi, yj+ 1

2
)u∗

i,j+ 1
2
hi,

where

(7.9) u∗
i+ 1

2 ,j
=

hiui,j + hi+1ui+1,j

hi + hi+1
, u∗

i,j+ 1
2

=
kjui,j + kj+1ui,j+1

kj + kj+1
;

moreover, for any uh ∈ Vh, we write

(7.10) u∗
h =

∑
0≤i≤M
1≤j≤N

u∗
i+ 1

2 ,j
χK

i+1
2
,j +

∑
1≤i≤M
0≤j≤N

u∗
i,j+ 1

2
χK

i,j+1
2

.

Thanks to (7.7)-(7.9), for uh, vh ∈ Vh, multiplying (7.6) by vi,j and summing over
1 ≤ i ≤ M , 1 ≤ j ≤ N , we find that

(7.11) a∗h(uh, vh) = a1∗h (uh, vh) + a2∗h (uh, vh),

where, remembering that v0,j = vM+1,j = vi,0 = vi,N+1 = 0,

(7.12)

a1∗h (uh, vh) =
∑

1≤i≤M
1≤j≤N

{
b1(xi+ 1

2
, yj)u

∗
i+ 1

2 ,j
− b1(xi− 1

2
, yj)u

∗
i− 1

2 ,j

}
vi,jkj

= −
∑

1≤i≤M
1≤j≤N

b1(xi+ 1
2
, yj)u

∗
i+ 1

2 ,j

{
vi+1,j − vi,j

}
kj ,

a2∗h (uh, vh) =
∑

1≤i≤M
1≤j≤N

{
b2(xi, yj+ 1

2
)u∗

i,j+ 1
2
− b2(xi, yj− 1

2
)u∗

i,j− 1
2

}
vi,jhi

= −
∑

1≤i≤M
1≤j≤N

b2(xi, yj+ 1
2
)u∗

i,j+ 1
2

{
vi,j+1 − vi,j

}
hi.

Now, using (7.9), (7.11) and (7.12), we introduce the FV discrete variational prob-
lem of (7.1) in the form:

(7.13) To find uh ∈ Vh such that ah(uh, vh) =< lh, vh >, ∀vh ∈ Vh,

where

(7.14)
ah(uh, vh) =

(
aαβ∇α

huh,∇β
hvh

)
+ a∗h(uh, vh) +

(
guh, vh

)
,

< lh, vh >=
(
f, vh

)
;

here (·, ·) is the usual L2 inner product over Ω, and ∇1
h = ∇x

h and ∇2
h = ∇y

h.

Remark 7.1. For the sake of simplicity, in the FV discrete variational form (7.13)
and (7.14), we only use the fluxes from the convection term of the original equation
(7.1). One can also use the fluxes from the diffusion term in (7.1) and construct
the corresponding FV discrete variational form; see e.g. [8] or [10]. However, in
such a case, more difficulties may occur in the analysis, e.g. in the computation for
the uniform coercivity of the bilinear forms ah.

Before we start the analysis of the problem (7.13), we first state and prove a
simple, but useful lemma:
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Lemma 7.1. For any uh in Vh,

(7.15) |u∗
h − uh|L2(Ω) ≤ α−1ρ ∥uh∥Vh

.

Proof. We use the points’ ordering in (2.8) and notice that each Ki,j may only
intersect Ki,j± 1

2
and Ki± 1

2 ,j
; see also Fig. 3. Then, using (2.10), (2.17)-(2.19),

(7.9) and (7.10), we observe that, on each Ki,j ,
(7.16)∣∣(u∗

h − uh)|Ki,j

∣∣
≤ 2−1α−1

{
|ui+1,j − ui,j |+ |ui,j − ui−1,j |+ |ui,j+1 − ui,j |+ |ui,j − ui,j−1|

}
,

and write
(7.17)

|u∗
h − uh|2L2(Ω) =

∑
1≤i≤M
1≤j≤N

(u∗
h − uh)

2
|Ki,j

hikj

≤ α−1
∑

0≤i≤M
1≤j≤N

(ui+1,j − ui,j)
2hkj + α−1

∑
1≤i≤M
0≤j≤N

(ui,j+1 − ui,j)
2hik

≤ α−2ρ2∥uh∥2Vh
;

hence (7.15) follows. �

We now set

(7.18) a = max
α,β=1,2

(
sup
Ω

|aαβ |
)
, b = max

α=1,2

(
sup
Ω

|bα|
)
, g = sup

Ω
|g|,

and we promptly see that the families {ah}h and {lh}h are uniformly continuous
with respect to h (the mesh sizes): using (7.14) and (7.15), we find that, for any
uh, vh in Vh,
(7.19)

|ah(uh, vh)| ≤ a|∇α
huh∇β

hvh|L2(Ω) + 2b|u∗
h|L2(Ω)|∇hvh|L2(Ω) + g|uhvh|L2(Ω)

≤ 2a∥uh∥Vh
∥vh∥Vh

+ 2b|u∗
h|L2(Ω)∥uh∥Vh

+ g|uh|Vh
|uh|Vh

≤
(
2a+ 2bc0 + gc20 + α−1ρ

)
∥uh∥Vh

∥vh∥Vh
,

≤
(
2a+ 2bc0 + gc20 + α−1

)
∥uh∥Vh

∥vh∥Vh
,

where c0 =
√
2α−1 is the discrete Poincaré constant in (2.22); hence the family

{ah}h is uniformly continuous.
We also notice that

(7.20) < lh, vh >=
(
f, vh

)
L2(Ω)

≤ |f |L2(Ω)|vh|Vh
;

due to the independence of |f |L2(Ω) on the mesh sizes, and we have the uniform
continuity of the family {lh}h.

Now, to obtain the uniform coercivity of ah on Vh, we first establish a lemma
for the term a∗h:

Lemma 7.2. For any uh in Vh,

(7.21)
∣∣a∗h(uh, uh)−

∫
Ω

1

2
∂αbαu

2
hdxdy

∣∣ ≤ κ3ρ∥uh∥2Vh
,

for a positive constant κ3 depending on b1 and b2, but independent of the mesh
sizes.
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Proof. From (7.9), (7.11) and (7.12), using the Taylor expansion of b1(x, ·) at x = xi,
we first write the bilinear form a1∗h in the form: for uh ∈ Vh,

(7.22)

a1∗h (uh, uh) =
∑

1≤i≤M
1≤j≤N

{
b1(xi+ 1

2
, yj)u

∗
i+ 1

2 ,j
− b1(xi− 1

2
, yj)u

∗
i− 1

2 ,j

}
ui,jkj

= M1 +M2 +M3 +M4,

where
(7.23)

M1 =
∑

1≤i≤M
1≤j≤N

{hi+1(ui+1,j − ui,j)

hi + hi+1
− hi−1(ui−1,j − ui,j)

hi−1 + hi

}
b1(xi, yj)ui,jkj ,

M2 =
∑

1≤i≤M
1≤j≤N

∂1b1(xi, yj)u
2
i,jhikj ,

M3 =
1

2

∑
1≤i≤M
1≤j≤N

{hi+1(ui+1,j − ui,j)

hi + hi+1
+

hi−1(ui−1,j − ui,j)

hi−1 + hi

}
∂1b1(xi, yj)ui,jhikj .

M4 =
∑

1≤i≤M
1≤j≤N

{[
b1(xi+ 1

2
, yj)− b1(xi, yj)−

1

2
∂1b1(xi, yj)hi

]
u∗
i+ 1

2 ,j

−
[
b1(xi− 1

2
, yj)− b1(xi, yj) +

1

2
∂1b1(xi, yj)hi

]
u∗
i− 1

2 ,j

}
ui,jkj .

Since u0,j = uM+1,j = 0, after changing the indices i in M1, we find

(7.24)

M1 =
∑

0≤i≤M
1≤j≤N

{
(ui+1,jui,j − u2

i,j)hi+1b1(xi, yj)

− (ui,jui+1,j − u2
i+1,j)hib1(xi+1, yj)

}
(hi + hi+1)

−1kj

= M ′
1 +M ′′

1 ,

with

(7.25)

M ′
1 = −1

2

∑
0≤i≤M
1≤j≤N

{
(ui+1,j − ui,j)

2hi+1b1(xi, yj)− hib1(xi+1, yj)

hi + hi+1
kj

}
,

M ′′
1 =

1

2

∑
0≤i≤M
1≤j≤N

{
(u2

i+1,j − u2
i,j)

hi+1b1(xi, yj) + hib1(xi+1, yj)

hi + hi+1
kj

}
.

We can bound the term M ′
1:

(7.26)
|M ′

1| ≤ (2α)−1b
∑

0≤i≤M
1≤j≤N

∣∣ui+1,j − ui,j

∣∣2kj ≤ (2α)−1bρ∥uh∥2Vh
,

and, thanks to Lemma 3.3, we write the term M ′′
1 in the form:

(7.27)

M ′′
1 =

1

2

∑
0≤i≤M
1≤j≤N

(u2
i+1,j − u2

i,j)b1(xi+ 1
2
, yj)kj

= −1

2

∑
1≤i≤M
1≤j≤N

u2
i,j

{
b1(xi+ 1

2
, yj)− b1(xi− 1

2
, yj)

}
kj .
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Then, using the Taylor expansion of b1 at xi again, we find

(7.28)
∣∣∣M ′′

1 +
1

2

∑
1≤i≤M
1≤j≤N

u2
i,j∂1b1(xi, yj)hikj

∣∣∣ ≤ cρ|uh|2Vh
.

We also observe that
(7.29)

|M3| ≤ (4α)−1 sup
Ω

|∂1b|
∑

1≤i≤M
1≤j≤N

{
|ui+1,j − ui,j |+ |ui−1,j − ui,j |

}
ui,jhikj

≤ (2α)−2 sup
Ω

|∂1b||uh|Vh
∥uh∥Vh

ρ ≤ cρ∥uh∥2Vh
,

and, using the Taylor expansion and Lemma 7.1, we find
(7.30)

|M4| ≤ c
∑

1≤i≤M
1≤j≤N

∣∣u∗
i+ 1

2 ,j
− u∗

i− 1
2 ,j

∣∣ui,jkjρ
2 ≤ cρ|u∗

h|L2(Ω)|uh|Vh
≤ cρ|uh|2Vh

,

for a positive constant c depending on b1, but independent of the mesh sizes.
Therefore, combining (7.22)-(7.30) and using the Poincaré inequality, we find

(7.31)
∣∣a1∗h (uh, uh)−

∫
Ω

1

2
∂1b1u

2
hdxdy

∣∣ ≤ cρ∥uh∥2Vh
.

Similarly, one can easily verify that

(7.32)
∣∣a2∗h (uh, uh)−

∫
Ω

1

2
∂2b2u

2
hdxdy

∣∣ ≤ cρ∥uh∥2Vh
;

hence (7.21) follows by (7.31) and (7.32). �

Thanks to (7.3), (7.14) and (7.21), we finally obtain

(7.33) ah(uh, uh) ≥ κ1 ∥uh∥2Vh
+ κ2 |uh|2Vh

− κ3ρ∥uh∥2Vh
,

and, for sufficiently small ρ < κ1/κ3, the uniform coercivity of the bilinear contin-
uous forms ah on Vh follows. Due to (7.19), (7.20) and (7.33), the Lax-Milgram
theorem asserts that, for ρ < κ1/κ3, the equation (7.13)-(7.14) has a unique solu-
tion uh in Vh; we say that uh is the FV approximate solution of (7.4)-(7.5). To
prove that the FV approximate solution uh converges to the exact solution u as the
mesh size decreases, we now introduce the following consistency lemma; then, the
convergence result will follow by the general convergence theorem in [3] (see also
[15]):

Lemma 7.3. If the family vh converges to v strongly in F as ρ → 0, and if the
family wh converges to w weakly in F as ρ → 0, then

(7.34)

lim
ρ→0

ah(vh, wh) = a(v, w),

lim
ρ→0

ah(wh, vh) = a(w, v),

lim
ρ→0

< lh, wh >=< l,w > .

Proof. From the hypotheses of Lemma 7.3, we have

(7.35)
(
vh,∇x

hvh,∇
y
hvh

)
→

(
v, ∂xv, ∂yv

)
strongly in F = L2(Ω)3,
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and

(7.36)
(
wh,∇x

hwh,∇y
hwh

)
→

(
w, ∂xw, ∂yw

)
weakly in F = L2(Ω)3,

and, by the property (C2) of FV, we notice that v, w are in V = H1
0 (Ω).

To verify (7.34)1, using (7.9), (7.10) and (7.12), we first write a1∗h (vh, wh) in the
form:

(7.37) a1∗h (vh, wh) = −2
(
b∗1v

∗
h,
∑

0≤i≤M
1≤j≤N

∇x
hwh|K

i+1
2
,j
χK

i+1
2
,j

)
,

where

(7.38) b∗1 =
∑

0≤i≤M
1≤j≤N

b1(xi+ 1
2
, yj)χK

i+1
2
,j
+

∑
1≤i≤M
0≤j≤N

b1(xi, yj+ 1
2
)χK

i,j+1
2

.

Using the Taylor expansion of b1, one can easily verify that

(7.39) b∗1 → b1 strongly in L2(Ω) as ρ → 0,

and, using (7.15) and (7.35), we also find

(7.40) v∗h converge to v strongly in L2(Ω) as ρ → 0.

Moreover, from (5.18), (5.28), (6.34) and (7.36), we infer that

(7.41)
∑

0≤i≤M
1≤j≤N

∇x
hwh|K

i+1
2
,j
χK

i+1
2
,j
→ 1

2
∂1w weakly in L2(Ω) as ρ → 0,

and hence, using (7.39)-(7.41), (7.37) yields

(7.42) a1∗h (vh, wh) → −(b1v, ∂1w) as ρ → 0.

With the same result in the y variable, we also find

(7.43) a2∗h (vh, wh) → −(b2v, ∂2w) as ρ → 0,

and then, thanks to (7.11), (7.14), (7.35), (7.36), (7.42) and (7.43), we finally obtain
(7.34)1.

For (7.34)2, from (7.9), (7.10) and (7.12), we write

(7.44) a1∗h (wh, vh) = −2
(∑

0≤i≤M
1≤j≤N

w∗
i+ 1

2 ,j
χK

i+1
2
,j
, b∗∇x

hvh

)
,

and, using (7.36), one can easily verify that

(7.45)
∑

0≤i≤M
1≤j≤N

w∗
i+ 1

2 ,j
χK

i+1
2
,j
→ 1

2
w weakly in L2(Ω) as ρ → 0.

Hence, from (7.35), (7.39) and (7.45), we find

(7.46) a1∗h (wh, vh) → −(w, b1∂1v) as ρ → 0,

and similarly,

(7.47) a2∗h (wh, vh) → −(w, b2∂2v) as ρ → 0;

then, by (7.11), (7.14), (7.35), (7.36), (7.46) and (7.47), (7.34)2 follows.
Finally, using (7.36), we promptly notice

(7.48) < lh, wh >= (f, wh) → (f, w) =< l,w > as ρ → 0;

and the proof of Lemma 7.3 is complete. �
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Now, with the general convergence theorem in [3] and [15], we obtain the con-
vergence of the FV approximate solution uh to the exact solution u:

Theorem 7.1. Under the hypotheses (7.19), (7.20), (7.33) and (7.34), the FV
approximate solution uh of (7.13)-(7.14) converges strongly to the solution u of
(7.4)-(7.5) in F as ρ → 0.
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