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Abstract. Aiming at simulating micro gas flows with accurate boundary conditions,
an efficient hybrid algorithm is developed by combining the molecular dynamics (MD)
method with the direct simulation Monte Carlo (DSMC) method. The efficiency comes
from the fact that the MD method is applied only within the gas-wall interaction layer,
characterized by the cut-off distance of the gas-solid interaction potential, to resolve ac-
curately the gas-wall interaction process, while the DSMC method is employed in the
remaining portion of the flow field to efficiently simulate rarefied gas transport out-
side the gas-wall interaction layer. A unique feature about the present scheme is that
the coupling between the two methods is realized by matching the molecular velocity
distribution function at the DSMC/MD interface, hence there is no need for one-to-
one mapping between a MD gas molecule and a DSMC simulation particle. Further
improvement in efficiency is achieved by taking advantage of gas rarefaction inside
the gas-wall interaction layer and by employing the ”smart-wall model” proposed by
Barisik et al. The developed hybrid algorithm is validated on two classical bench-
marks namely 1-D Fourier thermal problem and Couette shear flow problem. Both
the accuracy and efficiency of the hybrid algorithm are discussed. As an application,
the hybrid algorithm is employed to simulate thermal transpiration coefficient in the
free-molecule regime for a system with atomically smooth surface. Result is utilized to
validate the coefficients calculated from the pure DSMC simulation with Maxwell and
Cercignani-Lampis gas-wall interaction models.

PACS: 47.45.-n, 34.35.+a, 47.11.St, 47.61.-k

Key words: Rarefied gas flows, surface effect, multi-scale methods.

∗Corresponding author. Email addresses: tfliang@ust.hk (T. Liang), mewye@ust.hk (W. Ye)

http://www.global-sci.com/ 246 c©2014 Global-Science Press



T. Liang and W. Ye / Commun. Comput. Phys., 15 (2014), pp. 246-264 247

1 Introduction

Gas flows are frequently encountered and utilized in microelectromechanical (MEMS)
systems, for example, the pressure gas flows in micro channels and flows surrounding
micro resonators and the heated micro plate in Pirani sensors. Gas transport and its inter-
action with the devices play important roles in device operation and accurate modeling
of gas flows is crucial to the design of high-performance MEMS devices [1]. One distinct
feature of micro gas flows is the rarefaction caused by the small characteristic size and/or
the low ambient pressure. In addition, the large surface-to-volume ratio of MEMS de-
vices dictates a surface-dominant transport. As is well known, Navier-Stokes equations
and the no-slip boundary model become increasingly inaccurate as the rarefaction level
increases. Alternative approaches are therefore adopted for the modeling of rarefied gas.

There have been numerous approaches developed for the modeling of micro gas
flows. Examples include but are not limited to the direct simulation of Boltzmann equa-
tion [2–4], kinetic schemes [5,6], physical simulation methods such as molecular dynam-
ics (MD) [7] and the direct simulation Monte Carlo (DSMC) [8]. A common key ingre-
dient in all these approaches is a proper boundary model describing correctly the gas-
wall interaction process. Other than the MD approach, almost all other methods employ
a phenomenological model built upon statistically averaged particle flux distribution.
Currently the two most popular models are Maxwell model [9] and Cercignani-Lampis
(CL) model [10]. Despite numerous successful applications of these models particularly
in the modeling of high-speed rarefied gas transport, the empirical nature and the need
of several parameters denoted as the accommodation coefficients demand a careful as-
sessment of the models and a method to determine the accommodation coefficients for
applications related to micro gas flows that are often of low speed. Considerate efforts
have been made to experimentally measure the accommodation coefficients in MEMS
devices [11, 12]. The challenges encountered such as leakage and being prone to temper-
ature variation make it difficult to conduct accurate measurement, which is reflected in
part by the discrepancies among the reported values in the literature [13].

The MD method, by tracking the motion of individual molecule, is able to model
gas-wall interaction accurately, and has been employed in some cases to validate the
empirical models and obtain accommodation coefficients [14–16]. It has been shown that
gas-wall scattering process cannot be fully captured by the empirical gas-wall interaction
models particularly when the incident gas molecules are at a highly non-equilibrium
state [14, 16]. A major deficiency of the MD method is its high computational cost. For
most micro flow problems, it is impractical to apply the MD method to simulate the entire
flow domain. A natural choice is to couple the MD method with other more efficient
approaches so that the computationally expensive MD method is applied only in the
region where it is needed. The DSMC method is an excellent candidate to be coupled with
the MD method. Both approaches are particle based so that the coupling between the two
methods is relatively easy to realize. The DSMC, although still computational intensive,
is much more efficient than the MD for diluted gas and it has been demonstrated in
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numerous examples that it is possible to apply the DSMC method for the modeling of
realistic MEMS flow problems [17–19].

Although limited, there has been some work on the development of hybrid MD/DSMC
schemes, for example, those described in [15, 20, 21]. An excellent review of some of the
work can be found in [21]. In all these approaches, the MD is applied in the gas region
next to either a solid wall or a liquid interface, while the DSMC is applied in the rest of the
gas domain. The main difference between different schemes is the coupling strategy. To
maintain the continuity of mass, momentum and heat flux at the interface of the two sim-
ulation domains in any hybrid algorithm is not trivial. The scheme developed by Gu, et
al. [21] uses one real gas molecule as the simulation particle in the DSMC simulation, and
hence the coupling between the two domains is simply conducted by passing one DSMC
simulation particle directly into one MD molecule and vice versa. The downside of the
scheme is the compromised efficiency in the DSMC simulation. In addition, the inherent
noise in the DSMC quantities, if is not reduced before being passed into the MD region,
may cause problems. In most multiscale simulations, MD simulation often dominates the
total computational cost. Hence the reduction of MD portion of the simulation would be
very effective to further improve the overall efficiency. Barisik et al. [22, 23] proposed a
virtually movable ”smart wall” model to represent the entire rigid wall boundary in MD
simulation, which greatly reduced the memory requirement in the simulation of the rigid
wall.

The previously developed schemes target at the problems in which accurate molecu-
lar transport within the gas-wall interaction layer (GWIL) characterized by the cut-off dis-
tance of the interaction potential is important. In many practical problems, the field of in-
terest is the flow region outside the thin GWIL. To obtain accurate macroscopic quantities
in this region, the detailed molecular information within the GWIL is not necessary pro-
vided that the velocity distribution function of the reflected molecules can be obtained.
This in fact is the foundation on which methods such as the DSMC, kinetic schemes and
direct simulation of Boltzmann equation based. In this paper, a new scheme in which
the MD method is employed primarily for obtaining accurate velocity distribution func-
tion of the reflected molecules is introduced. The goal is to obtain accurate boundary
conditions for the DSMC or other methods based on velocity distribution function.

In the following section, a description of the new hybrid algorithm is provided, fol-
lowed by the validation of the developed algorithm on two benchmarks, namely Fourier
thermal problem and Couette shear flow problem. The application of the hybrid scheme
in the modeling of thermal transpiration problem is described next. Lastly a brief sum-
mary of the work is presented to conclude the paper.

2 Description of the hybrid algorithm

As mentioned in the introduction, the objective of the new hybrid scheme is to provide
accurate solutions of gas transport outside the gas-wall interaction layer. Such an objec-
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Figure 1: A schematic illustration of the domain partition.

tive can be realized by using the DSMC together with the accurate velocity distribution
function of reflected gas molecules provided by MD simulation. Fig. 1 illustrates the par-
tition of the simulation domain in which the MD region includes the gas-wall interaction
layer and the solid wall, and the DSMC domain covers the remaining portion of the gas
domain. The thickness of the gas-wall interaction layer is determined by the cut-off dis-
tance of the gas-solid interaction potential. Hence molecules inside the DSMC region do
not experience any force directly from the solid wall.

As in any hybrid scheme, the coupling between different simulation methods/domains
is the most crucial step. Unlike some previous hybrid schemes in which the coupling be-
tween the MD and the DSMC domain is particle based, for example, in the scheme of Gu
et al. [21] one DSMC simulation particle is directly mapped into one MD molecule, the
coupling of the present scheme is through velocity distribution function at the DSMC/MD
interface. DSMC simulation provides the velocity distribution function of gas molecules
entering the MD domain from which MD gas molecules are generated, in the meantime
those molecules entering the DSMC domain are generated based on the reflected velocity
distribution function simulated from MD simulation. There is no one-to-one correspon-
dence between the MD molecules and DSMC particles. Hence the efficiency of the DSMC
simulation retains since one simulation particle can still represent a large cluster of real
molecules. In addition, the conservation requirements of mass, momentum and energy
are satisfied across the interface of the two domains naturally due to the matching of the
velocity distribution function.

The main steps of the scheme are illustrated in Fig. 2. Simulation starts with the ini-
tialization step in which simulation particles in the DSMC domain and gas molecules
in the MD domain are generated based on the initial conditions. Next, both MD and
DSMC simulations are advanced for one updating time step. During this time step,
molecules/simulation particles crossing the interface from either domain are recorded
and discarded from the respective domain. The velocities of these particles/molecules
are used to obtain the discretized velocity distributions. This is achieved by discretizing
the velocity space into many small intervals and counting the probability density of each
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Figure 2: The flow chart of the hybrid scheme.

interval based on the velocity samples. To obtain enough samples, an ensemble of differ-
ent realizations of the system should be simulated concurrently for unsteady problems.
For steady problems, such a process can be replaced by a time averaging approach. Based
on these distribution functions, new MD molecules and DSMC simulation particles are
generated and inserted into the respective domain at the end of this updating time step.
This procedure repeats until the accumulated computational time reaches to one DSMC
time step. Then DSMC collision takes place and simulation returns back to step 2, that
is, the step after initialization, and continues until finish. The updating time step deter-
mines how often the two domains are communicated. The upper and lower bounds for
this time step are the DSMC and MD time steps respectively. In general, the smaller the
step is, the more accurate the results are. However the associated computational time
also increases. In this study, the updating time step ∆t is set to be one DSMC time step.

It is clear that the computational time of the scheme is dominated by the MD simu-
lation. To reduce the time as well as the memory consumption, the ”smart wall” model
proposed by Barisik et al. [22] can be employed which significantly reduces the number
of solid wall molecules. In order to simulate thermal wall, the original smart-wall al-
gorithm initially designed for rigid walls has been modified. Instead of using 74 solid
atoms to form a hemisphere rigid wall lattice, the new wall stencil used in this work is
a cuboid wall element formed by 400 solid atoms (10*10*4), which satisfies the ”mini-
mum image convention”. Solid atoms are connected through the solid-solid interaction
potential. Periodical boundary conditions are applied in the lateral directions of the wall
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stencil. Impinging gas molecules are assigned into the corresponding wall stencil based
on their locations and gas-wall interaction is simulated within each wall stencil coupled
with the periodic boundary conditions for the wall stencil. Furthermore, for cases when
gas is highly rarefied inside the gas-wall interaction layer, the gas-gas interaction inside
this layer can be neglected without compromising the accuracy of the velocity distribu-
tion function of the reflected gas molecules. With this simplification, not only the time
spent on the calculation of gas-gas interaction is saved, but also the gas-wall interaction
can be simulated in parallel, leading to a much more efficient MD algorithm.

The error introduced by neglecting gas-gas interaction inside the gas-wall interaction
layer can be estimated based on the ratio of two time scales, the mean residence time
τ, that is, the time gas molecules stay inside the interaction layer, and the mean gas-gas
molecular collision interval in the GWIL τc. If τ/τc < 1, which is roughly equivalent
to having a local Knudsen number (Kn) larger than 1 in the gas-wall interaction layer,
the interaction between gas molecules might be negligible there. The mean residence
time τ can be obtained from the MD simulation of the gas-wall scattering process. The
calculation of τc needs the gas density, nGWIL, inside the GWIL, which can be estimated
based on the balance between the inward and outward number flux of gas molecules at
the DSMC/MD interface, as shown in Eq. (2.1),

1

4
n0C=

nGWILh

τ
. (2.1)

The left-hand side of the equation describes the incident number flux, where n0 and C are
the number density and mean molecular velocity of the incident molecules. The right-
hand side of the equation is the average number flux of gas molecules flowing out of the
GWIL, where h is the effective thickness of the GWIL determined based on the potential
between a gas molecule and the entire solid wall, it is slightly smaller than the nominal
thickness of the GWIL determined by the cut-off distance of the interaction potential
between a gas molecule and a solid atom. Gas densities nGWIL near the two walls in the
1-D Fourier thermal problem of Section 3.1 are estimated from Eq. (2.1) and results agree
well with that simulated from pure MD simulation.

The time ratios τ/τc of three typical systems, namely Ar-Pt, Ar-Si and N2-Pt, at the
room temperature 300K and 1 atm are calculated and listed in Table 1. Except the N2-Pt
system, the Ar-Pt and Ar-Si systems all have a ratio much less than 1, indicating that the
gas-gas interaction within the GWIL could be ignored.

Table 1: Mean residence time and gas-gas collision interval in the GWIL of typical systems at the standard
conditions.

System Gas-Solid interaction potential function h (nm) τ (ps) τc (ps)

Ar - Pt (1,0,0) plane Morse potential [24] 0.68 7.60 111

Ar - Si (1,1,1) plane Lenard-Jones potential [25] 0.93 12.67 91

N2 - Pt (1,0,0) plane Lenard-Jones potential [26] 1.05 42.45 21
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3 Validation of the hybrid algorithm

In this section, two benchmark problems, namely 1-D Fourier thermal problem and 1-D
Couette shear flow, are simulated to validate the hybrid algorithm. Both the accuracy
and efficiency of the hybrid algorithm are compared with that of the pure MD simula-
tions conducted using an open source code ”LAMMPS” developed by Sandia National
Laboratories.

In both benchmark problems, the solid walls are platinum walls and the gas medium
is argon. The Pt-Pt and Ar-Ar interactions are described by the Lenard-Jones (LJ) func-
tions, while a Morse potential function is used for Pt-Ar interaction. All these potential
functions are truncated and shifted at the cut-off radius as shown Eq. (3.1) and the as-
sociated parameters are listed in Table 2. The nominal thickness of the GWIL is set to
be 1.05nm based on the Pt-Ar interaction potential function. Since gas molecules can
hardly approach to the surface closer than 0.37nm due to the total repulsive force coming
from the entire wall, the effective thickness of the GWIL, h, is 0.68nm for Pt-Ar system.
The platinum walls are modeled as atomically smooth flexible thermal walls consisting
of 4 layers of FCC structure with (1,1,1) plane facing towards the gas domain. Different
constraints are imposed on the bottom layer of solid atoms to control the bulk motions
of the wall in the two problems. The rest solid atoms possess thermal vibration and the
rescaling thermostat is applied on the atoms per 5,000 MD steps to maintain the wall tem-
perature to be at the prescribed value. The MD time step is 3.15fs. To examine the effect of
the thickness of the wall model on the simulation results, a wall model composed of 7 lay-
ers of FCC structure is employed to repeat the hybrid DSMC/MD simulation of Fourier
thermal problem. Results indicate that the model composed of four layers of FCC struc-
ture is sufficient to obtain converged results. Currently the application frequency of the
rescaling thermostat is set to be as low as possible provided that it can maintain the mean
temperature of the wall model during the rescaling interval with an absolute deviation
less than 0.5K. Barisik et al. [27] recently pointed out that the thermostat may introduce
artificial thermal resistance at the interface between the controlled and non-controlled re-
gions, which may exaggerate the interface thermal resistance if the thermostat is applied
adjacent to the liquid-solid interface. In the current gas-solid system, since the rescal-
ing frequency is very low, the induced artificial thermal resistance is expected to be very
small. In addition, the gas-solid interface thermal resistance is much larger than that of
liquid-solid interface. Hence the influence of the artificial thermal resistance on macro-

Table 2: Molecular interaction parameters.

m(g) σ(Å) ε/k (K) σ0(1/Å) r0(Å) rc(Å)

Pt-Pt 32.4×10−23 2.523 3771.5 — — 8.83

Ar-Ar 6.63×10−23 3.405 121 — — 8.83

Pt-Ar — — 134.75 1.6 4.6 10.0
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scopic flow properties in the gas-solid system would be much less. To justify, another
hybrid DSMC/MD simulation of Fourier thermal problem is conducted by employing a
wall model composed of 7 layers of FCC structure of which the rescaling thermostat is
applied only at the bottom 3 layers of the vibrating solid atoms. Results show that the
two sets of simulated macroscopic flow quantities are indistinguishable within the noise
level.

φLJ(r)=4ε

[

(σ

r

)12
−
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)6
]

−4ε

[
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rc

)12
−
( σ

rc
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]

, (3.1a)

φMorse(r)= ε
[

e−2σ0(r−r0)−1
]2
−ε

[

e−2σ0(rc−r0)−1
]2

. (3.1b)

To improve the efficiency, the modified smart wall algorithm described in last sec-
tion is employed. This technique significantly reduces the memory consumption of MD
simulation. In addition, in cases where gas-gas interaction can be ignored in the GWIL,
multiple gas molecules are allowed to interact with the wall simultaneously to further
reduce the CPU time.

The DSMC simulation domain is divided equally into cells along the transverse direc-
tion. Initially 100 simulation particles are generated in each cell. The variable hard sphere
(VHS) model is employed for gas-gas collision. The DSMC time step is set as 1/20 of the
mean free time, which is about 7ps in the two benchmark problems. The heat flux and
stress tensor in the DSMC domain are calculated as follows,

qi =
1

V

〈 N

∑ci

(1

2
N0m|c|2

)〉

, (3.2a)

pij =
1

V

〈 N

∑N0mcicj

〉

, (3.2b)

where V is the cell volume, N0 and N are the number of real gas molecules represented
by each DSMC simulation particle and the total number of simulation particles in each
cell, ci is the molecular velocity component in the i direction and 1/2(m|c|2) is the molec-
ular kinetic energy. In pure MD simulation, the heat flux contains two additional terms
relating to potential energy and virial pressure work, and the stress tensor also includes
an additional virial term. However, these additional terms are very small (about 0.01%
in pressure and 0.1% in heat flux) in the DSMC region. Hence it is reasonable to compare
the DSMC results with MD results directly in the DSMC region.

3.1 Fourier thermal problem

The 1-D Fourier thermal problem concerns with the steady heat transfer of gas confined
between two parallel stationary walls of different temperatures. A schematic of the prob-
lem domain is shown in Fig. 3. The temperatures of the two walls are 400K and 300K,
respectively. The separation between the walls is 1µm. The initial gas temperature is
350K and pressure is 1.1 atm, corresponding to Kn=0.06. The lateral dimensions of the
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Figure 3: Schematic of the simulation model of the 1-D Fourier thermal problem.

system are set to be 1µm by 1µm. To model the stationary walls, atoms of the bottom
layer of the wall model are fixed at the lattice sites without any thermal vibration, which
prevents the wall from any translational or rotational motion.

In the pure MD simulation carried out using LAMMPS, the lateral dimensions of the
MD system need to be carefully determined. It is found that if the lateral dimensions are
too small, a discrepancy between the two tangential temperatures and the normal tem-
perature appears in the bulk region, and an overestimated heat flux results. In general,
the lateral dimensions should be at least one mean free path [22]. However, in order to
save time, a convergence study is conducted to find the minimum required lateral dimen-
sions for this particular problem. Based on the criterion that the tangential and normal
temperatures should be the same in the DSMC region, lateral dimensions with 7.358nm
by 8.496nm are selected for this case.

Fig. 4 shows the comparison of the profiles of density, temperature, pressure and heat
flux outside the GWIL obtained from the hybrid algorithm and the pure MD simulation
respectively. The accuracy of the hybrid algorithm is satisfactory overall. There appears
to be a less than 3% discrepancy in the heat flux profile. Based on the convergence study,
heat flux decreases with the increased lateral dimensions. Hence the discrepancy is likely
caused by the lateral dimensions of the pure MD simulation domain. A larger domain
would further reduce the MD heat flux and therefore reduce the discrepancy. In addition,
as shown in the density profile in which gas density inside the GWIL calculated based
on the effective thickness of the GWIL is also plotted, the hybrid algorithm is also able to
capture the gas clustering phenomenon near the wall.

The efficiency of the hybrid algorithm is compared with that of the pure MD simu-
lation by ensuring that the noise levels of macroscopic quantities obtained from the two
methods are comparable. Table 3 lists the average noise levels of various quantities and
the total sample sizes employed during the steady-state simulation. It is noticed that the
heat flux resolved by the hybrid algorithm is slightly noisier than that from the pure MD
method, but the pressure and other quantities from the hybrid algorithm are relatively
less noisy than that of the pure MD simulation. Both simulations are run on a PC cluster
with 16 cores. The hybrid algorithm takes 84 hours to complete while the pure MD sim-
ulation takes about 360 hours, so the ratio of the CPU time of two simulations is 0.23. In
this benchmark problem, the pure MD model and therefore the number of gas molecules
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Figure 4: Validation of the hybrid algorithm in 1-D Fourier thermal system: comparison of density, temperature,
pressure and heat flux obtained from the hybrid algorithm and the pure MD simulation.

Table 3: The average noise levels of simulated quantities and the corresponding sample sizes employed in Fourier
thermal problem.

Noise-to-signal ratio Density Temperature Pressure Heat flux Sample size

(Million)

Hybrid DMSC/MD 0.1% 0.1% 0.1% 4.5% 3.4

simulation

Pure MD simulation 0.2% 0.2% 0.2% 3.0% 1.6

are intentionally set to be small so that results could be obtained within a relatively short
period of time. The lateral dimensions of the hybrid model are 1µm by 1µm, much larger
than that of the MD model, which are 7.4nm by 8.5nm. If the same size of the model is
employed for the pure MD simulation, the computational time would be much greater
than 15 days. In both simulations, the most time consuming parts are the simulations
of solid-solid interaction and gas-wall interaction since the number of wall atoms is five
times of that of gas molecules. The efficiency of the hybrid algorithm demonstrated in
this case mostly comes from the use of the smart wall model and the parallel computation
of gas-wall interaction in the MD portion. It is expected that the efficiency of the hybrid
algorithm would be greater in problems with a large number of gas molecules.
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As an application of the developed hybrid algorithm, the 1-D Fourier thermal sys-
tem is employed to evaluate the performance of the Maxwell model. Being one of the
most popular gas-wall interaction models, Maxwell model assumes that a fraction of the
incident molecules are reflected diffusely, while the rest undergoes specular reflection.
The percentage of the diffuse reflection is quantified by an empirical parameter, the ac-
commodation coefficient, and the velocity distribution of the reflected molecules is given
as

fre =(1−σ) fin+σ fw(Tw,~vw), (3.3)

where fre is the velocity distribution function of the reflected molecules, fin is the ve-
locity distribution function of the gas molecules that undergo specular reflection, σ is
the accommodation coefficient and fw(Tw,~vw) denotes a half range biased Maxwellian
distribution characterized by the wall temperature and velocity Tw and ~vw as shown in
Eq. (3.4),

fw(Tw,~vw)=
m2(vn−vw,n)

2π(kTw)2
exp

(

−m(~v−~vw)2

2kTw

)

, vn >vw,n, (3.4)

where vn and vw,n are the normal velocity components of the reflected gas molecule and
the wall, respectively. In the 1-D Fourier thermal problem, the relevant accommodation
coefficient is the energy accommodation coefficient (EAC), which can be calculated from
macroscopic energy fluxes as illustrated in Eq. (3.5),

σe =
ei−er

ei−ew
, (3.5)

where ei and er denote the mean total kinetic energy of the incident and reflected gas
molecules, and ew represents the mean kinetic energy of the gas molecules if are fully
accommodated with the wall.

The energy accommodation coefficients of the two walls are calculated using the hy-
brid algorithm based on the incident and reflected velocities at the DSMC/MD interface,
and results obtained are 0.399 for the hot wall and 0.412 for the cold wall. Both values
are then input into the Maxwell model and used as the boundary model for the pure
DSMC simulation. The resolved macroscopic flow fields outside the GWIL together with
that obtained from the hybrid algorithm are plotted in Fig. 5. Clearly, the pure DSMC
simulation combined with the Maxwell model can predict density, temperature and even
heat flux very well outside the GWIL. The relative errors are all smaller than 2%. It is
worth noting that the present heat-flux result contradicts with the result of a previous
study [21] in which the heat flux calculated from the pure DSMC simulation is distinctly
different from that obtained from their hybrid algorithm. A possible reason could be due
to the different methods employed for calculating the accommodation coefficients, which
lead to different numerical values. For the pressure profile, the pure DSMC simulation
predicts a trend that is opposite to that simulated from the hybrid algorithm, revealing
certain deficiency in the Maxwell model. This observation further justifies the need for
the hybrid algorithm particularly for applications in which pressure is important.
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Figure 5: Comparison of macroscopic quantities obtained from the hybrid algorithm and the pure DSMC method
combined with Maxwell gas-wall interaction model.

3.2 Couette shear flow problem

As the second validation case, a 1-D Couette shear flow induced by two isothermal par-
allel walls moving along opposite directions is simulated. The system model and pa-
rameters are shown in Fig. 6. The two walls, which are 1µm apart and held at 300K,
move at 106m/s in opposite directions along the x axis. The initial gas temperature is
set to be 300K and the pressure is 96.5kPa, leading to a Knudsen number of 0.057. Due
to anti-symmetry, only the lower half of the domain is simulated and the anti-symmetric
boundary condition is employed at the center line.

Figure 6: Schematic of the 1-D Couette shear flow system.

Similar to the case of Fourier thermal problem, the lateral dimensions of the system
are 1µm by 1µm and the DSMC domain is divided into 50 equal cells along the normal
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direction of the wall. To ensure that the wall model moves at 106m/s along the negative
x direction, the velocities of its bottom layer of solid atoms are set to be −106m/s. A
convergence study is also conducted to determine the suitable lateral dimensions of the
system in the pure MD simulation. Results show that macroscopic properties are not
sensitive to the lateral dimensions, and 4.906nm by 5.664nm are sufficient for accurate
MD simulation in this case.
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Figure 7: Validation of the hybrid
algorithm in 1-D Couette shear
flow: comparison of bulk velocity,
temperature and shear stress ob-
tained from the hybrid algorithm
and the pure MD simulation.

Fig. 7 shows the comparison of the tangential bulk velocity, temperature and shear
stress profiles obtained from the hybrid algorithm and the pure MD method. Again,
the agreement is very good. The 7K friction induced temperature increment, although
small, is well captured by the hybrid algorithm. To obtain the results above, the hybrid
algorithm takes 36 hours on 8 cores, while the pure MD simulation needs 240 hours by
using the same amount of cores. The CPU time ratio is thus 0.15. The noise levels of the
results and sample sizes employed are listed in Table 4.

Table 4: The average noise levels of simulated quantities and the corresponding sample sizes for Couette shear
flow problem.

Noise-to-signal ratio Bulk velocity Temperature Shear stress Sample size

(Million)

Hybrid DMSC/MD 1.6% 0.2% 3.6% 1.1

simulation

Pure MD simulation 3.5% 0.4% 1.7% 0.9
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4 Application of the hybrid algorithm in the prediction of

thermal transpiration coefficient

Thermal transpiration is a non-continuum phenomenon induced by the temperature gra-
dient in a rarefied gas. Fig. 8 illustrates a typical thermal transpiration system in which
a narrow channel is connected to two large gas chambers. Gas temperatures inside the
two chambers are maintained at different levels, and as such, a temperature gradient
along the channel length is established. This temperature gradient together with the gas
rarefaction effect promotes gas to flow from one chamber to the other chamber near the
channel wall, which in turn creates a pressure gradient at the steady state. This can be
utilized in various applications, for example, the Knudsen pump [19, 28].

Figure 8: System model of thermal transpiration problem.

The pressure gradient can be quantified by the thermal transpiration coefficient γ

defined as follows,
(

Ph

Pc

)

=

(

Th

Tc

)γ

, (4.1)

where Th, Tc, Ph and Pc are the temperature and pressure in the two chambers. Several
studies [29,30] have investigated the influence of the empirical gas-wall interaction mod-
els on the thermal transpiration coefficient. In the free-molecule regime, it was found that
the Maxwell model yielded a constant γ of 0.5 independent of the accommodation coef-
ficients, while the Cercignani-Lampis (CL) model predicted a value of γ which deviates
significantly from 0.5 and varies with the tangential energy accommodation coefficient.

To evaluate the accuracy of the thermal transpiration coefficients predicted by the
two popular gas-wall interaction models, the developed hybrid algorithm is employed
to study the transpiration system. Fig. 9 shows the simulation model, which is a simpli-
fied version of the original system. The two chambers are replaced by two closed ver-
tical walls at which fully diffuse boundary conditions are prescribed to ensure that gas
molecules reflected from those walls are from equilibrium reservoirs with the prescribed
temperatures. Due to symmetry, only the lower half of the channel is simulated. Specular
boundary condition is applied at the symmetric line. The system is again composed of
atomically smooth platinum wall and argon gas. System parameters are set as follows:
L=10µm, H=1µm, Tc=275K, Th=325K. In the simulation, the linear temperature profile
of the wall is approximated by piecewise constant profile. The platinum wall is divided



260 T. Liang and W. Ye / Commun. Comput. Phys., 15 (2014), pp. 246-264

Figure 9: Simulation model of the thermal transpiration problem illustrated in Fig. 8.

evenly into 50 sections, each of which is assumed to have a uniform temperature set to
be the wall temperature at its center. Rescaling thermostat is used to maintain its tem-
perature at the prescribed value and periodic boundary condition is applied at its lateral
directions. To examine the discretization error, a simulation with 100 sections is also con-
ducted. The maximum differences in temperature, density and pressure profiles obtained
from the two simulations are only 0.2%. The implementation of the MD portion follows
that in the modeling of Fourier thermal problem. The DSMC gas domain is divided into
50 equal cells along x direction, each contains 100 simulation particles initially. The initial
gas density and temperature are set to be 0.1545kg/m3 and 300K, respectively. Collision
procedure in the DSMC is turned off in order to simulate free molecular flow. The cou-
pling between the DSMC and the MD simulation is conducted section-wise. Simulation
particles crossing the DSMC/MD interface are assigned into different wall sections based
on their locations, providing the incident velocity distribution for the corresponding MD
simulation domain.

Fig. 10 presents the profiles of various macroscopic properties along the channel
length. The thermal transpiration coefficient γ is estimated following a method proposed
in [30], that is, from Eq. (4.2),

ρ(x)[T(x)]1−γ = const. (4.2)

When the channel is narrow and long, it is expected that γ obtained from the present
model is fairly closed to that in the original system. For the current Ar-Pt system in the
free-molecule regime, γ calculated from Eq. (4.2) based on the density and temperature
profiles simulated from the hybrid algorithm is about 0.14.
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Figure 10: The profiles of macroscopic properties along the axial direction of the channel.
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To facilitate the comparison with the values obtained from CL model, energy accom-
modation coefficients are calculated. Due to the small temperature difference between
the gas and the wall in this case, the EACs extracted from the hybrid DSMC/MD simu-
lation are subject to a large statistical noise. In addition, the EACs vary along the length
of the channel. The EAC for the normal velocity component varies between 0.1∼0.4 near
the cold end and 0.5∼ 0.9 near the hot end, while the EAC for the tangential velocity
component is between 0.2∼0.35 near both ends. The CL model requires the energy ac-
commodation coefficients of both the normal and tangential components, that is, αn and
αt, as shown as follows:

P(~c′→~c)=

(

m

kTw

)2 cn

2παnαt
exp

{

− m

2kTw

[

~ct−
√

1−αt
~c′t
]2

αt

}

×exp

{

− m

2kTw

c2
n+(1−αn)c′2n

αn

}

I0

(

m

kTw

√
1−αnc′ncn

αn

)

, (4.3)

where P(~c′→~c) denotes the probability of a molecule with the incident velocity ~c′ being
reflected from the wall with the velocity ~c, the subscript w represents the wall, n and t
are the normal and tangential velocity components. I0 denotes the zeroth-order modified
Bessel function of the first kind.

Due to the relatively large variation in the calculated EACs, thermal transpiration co-
efficients are calculated at various different EACs and results are plotted in Fig. 11. It
is evident that the thermal transpiration coefficient predicted from Cercignani-Lampis
model is almost independent with the EAC associated with the normal velocity compo-
nent, but varies quite significantly with the EAC associated with the tangential velocity
component. Within the range of the accommodation coefficients calculated from the hy-
brid simulation, the transpiration coefficient obtained from the CL model varies between
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Figure 11: Thermal transpiration coefficient simulated from the DSMC simulation combined with CL model.
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0.25-0.3, all are higher than the 0.14 predicted from the hybrid algorithm. Nevertheless,
compared to the value obtained from the Maxwell model, the CL model produces a much
more accurate thermal transpiration coefficient, which is consistent with the conclusions
of the previous studies [29, 30].

5 Conclusions

An efficient hybrid DSMC/MD scheme for the simulation of micro gas flows is devel-
oped. In this scheme, MD simulation is employed to obtain accurate boundary condi-
tions for the DSMC simulation, while the DSMC simulation provides the incident gas
molecule information to the MD simulation. The coupling between the two methods is
realized by matching the velocity distribution function at the DSMC/MD interface, and
therefore the mass, momentum and energy fluxes are conserved across the interface. The
efficiency of the hybrid algorithm comes from three aspects: (1) the MD is applied only
within the gas-wall interaction layer and the majority of the gas domain is simulated
by the DSMC, (2) a smart-wall model [22] is employed which greatly reduces the mem-
ory consumption of the MD simulation, and (3) gas-gas interaction is ignored within the
gas-wall interaction layer if gas is rarefied within the layer.

The developed algorithm is employed to evaluate the performance of Maxwell gas-
wall interaction model on the simulation of the 1-D Fourier thermal flow. It is found that
while the temperature, density and heat flux profiles outside the gas-wall interaction
layer predicted quite well by the DSMC combined with Maxwell model, the trend of the
pressure profile is opposite to that simulated from the hybrid algorithm, indicating the
deficiency of the Maxwell model. The hybrid algorithm is also employed to calculate
the thermal transpiration coefficient in the free-molecule regime. The result is compared
to that obtained from Maxwell and CL models. A closer agreement between the results
from the hybrid algorithm and the CL model is obtained.
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