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Abstract. This work proposes a generalized boundary integral method for variable co-
efficients elliptic partial differential equations (PDEs), including both boundary value
and interface problems. The method is kernel-free in the sense that there is no need
to know analytical expressions for kernels of the boundary and volume integrals in
the solution of boundary integral equations. Evaluation of a boundary or volume in-
tegral is replaced with interpolation of a Cartesian grid based solution, which satisfies
an equivalent discrete interface problem, while the interface problem is solved by a
fast solver in the Cartesian grid. The computational work involved with the gener-
alized boundary integral method is essentially linearly proportional to the number
of grid nodes in the domain. This paper gives implementation details for a second-
order version of the kernel-free boundary integral method in two space dimensions
and presents numerical experiments to demonstrate the efficiency and accuracy of
the method for both boundary value and interface problems. The interface problems
demonstrated include those with piecewise constant and large-ratio coefficients and
the heterogeneous interface problem, where the elliptic PDEs on two sides of the inter-
face are of different types.
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1 Introduction

Variable coefficients elliptic partial differential equations (PDEs) appear in many impor-
tant scientific and engineering applications such as the bidomain equations in compu-
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tational cardiology [19, 30, 45], the Cahn-Hilliard equation [7, 15, 52] and the Poisson-
Boltzmann equation [32,50] in biophysics. Their accurate and efficient numerical method
has long been an active research topic in computational physics [6,10,13,16,18,20–22,24,
25, 35, 36, 44].

Among the numerical methods developed for variable coefficients elliptic partial dif-
ferential equations (PDEs), those working with Cartesian grids have their advantages
in grid generation as well as algorithm efficiency and solution accuracy, and are often re-
garded to be more suitable for free boundary and moving interface problems than others,
which are based on unstructured grids.

In this paper, we propose a new Cartesian grid based boundary integral method for
both boundary value and interface problems of variable coefficients elliptic partial dif-
ferential equation (PDE). The solution to the boundary value problem is computed by
iteratively solving corresponding interface problems. The elliptic interface problem of
our interest consists of the PDEs (2.5)-(2.6), the interface conditions (2.7) and the bound-
ary condition (2.8) on the boundary of a rectangle. The PDEs (2.5)-(2.6) in the interface
problem may be heterogeneous in the sense that the Green functions associated with the
elliptic operators on two sides of the interface are in general different. For this, we call
the interface problem (2.5)-(2.8) as a heterogeneous interface problem.

When the coefficients of the PDE are piecewise constant, the interface problem (2.5)-
(2.8) can be solved by a fast Fourier transform (FFT) based iterative method [26]. Here we
remark that the approach in [26] can only solve the special piecewise constant interface
problem where the reaction coefficients simultaneously vanish or the ratio of them equals
that of the diffusion coefficients. When the boundary condition (2.8) is further replaced
by a far field boundary condition in the free space, the piecewise constant coefficients
interface problem can be formulated as a boundary integral equation (BIE) and solved
by a boundary integral method [47]. The standard boundary integral method requires
an analytic expression of the kernel and the corresponding Green function. In general,
for variable coefficients elliptic PDE, it is difficult if not impossible to find an analytical
expression for the Green function. Even for constant coefficients elliptic PDE, if it is de-
fined on a bounded domain and subject to a non-periodic boundary condition, the Green
function is usually difficult to find, too. For this reason, the standard boundary inte-
gral method is traditionally restricted to the constant coefficients elliptic boundary value
problem or the piecewise constant coefficients interface problem in a rectangle domain
subject to the periodic boundary condition or in the free space subject to the far field
radiation condition.

Other related works using Cartesian grid based methods include ones for bound-
ary value problems [3, 4, 8, 11, 12, 17, 23, 31, 33, 34, 40] and those for interface problems
[9, 25, 27–29, 37–39, 41, 46, 51]. All these methods are based on standard finite difference
or finite element discretization. Near the boundary or interface, the discretization has
to be modified in order to maintain desired accuracy. Most of the methods modify the
coefficient matrix of the discrete linear system, which often makes it difficult to directly
apply the geometric multigrid or FFT based fast solver. They have to resort to algebraic
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multigrid (AMG) as the linear solver, whose performance depends closely on the matrix
properties. We note that the approach in [11] leads to symmetric positive definite ma-
trices for Dirichlet boundary value problems. The method in [29] adopts finite element
formulation, with tailored basis functions near the interface, therefore also gives rise to
a symmetric positive definite matrix. The method in [27] produces an M-matrix for in-
terface problems. Some of the methods, such as [1], can be solved using a geometric
multigrid type method. However, due to the coefficients discontinuity of the differen-
tial operator across the interface, efficient implementation of a geometric multigrid type
method is far from trivial and may involve sophisticated construction of restricting and
interpolating operations near the interface [1].

The kernel-free boundary integral (KFBI) method was originally proposed by Ying
and Henriquez for elliptic boundary value problems [48, 49] as a generalization of the
boundary integral method, particularly the grid-based boundary integral method by
Mayo [33, 34]. The novelty of the KFBI method is to re-interpret all the boundary and
volume integrals encountered as solutions to corresponding equivalent interface prob-
lems. For constant coefficients PDEs, the KFBI method is similar to the approach in [26].
In [48], the accuracy and efficiency of the KFBI method are demonstrated through numer-
ical examples for constant coefficients elliptic PDEs, where one can solve the equivalent
interface problem using fast Fourier transform.

This work is a further development of [48,49] to variable coefficients boundary value
and interface problems. One of the new ingredients here is the generalization of the clas-
sical boundary integral formulation to the heterogeneous interface problem. The corre-
sponding boundary integral equations can be solved iteratively using a Krylov subspace
method such as the generalized minimal residual (GMRES) method [42, 43]. Within each
iteration, two much simpler interface problems are solved using a geometric multigrid
preconditioned conjugate gradient (GMG-PCG) method.

We have conducted extensive numerical tests and found that both the numbers of
GMG-PCG and GMRES iterations are independent of mesh size on all test problems. The
computational cost by the method is essentially proportional to the number of unknowns.
While this property is shared by most of the methods mentioned above, the advantage
of the current approach is its simplicity in implementation. For the simpler interface
problem whose solution is equivalent to evaluation of the corresponding boundary or
volume integral, the coefficients of the elliptic operator are smooth across the interface.
Therefore GMG-PCG can be easily implemented and work very efficiently with standard
interpolating and restricting operators on Cartesian grids. In case the interface/boundary
or the coefficients are time dependent, the overhead in updating the solver for the method
is minimal compared to AMG or the method in [1]. This is easily seen by noting that the
discretization is standard and uniform. No modification on the coefficient matrix of the
resulting discrete system is required. The only correction involved near the interface is
the source term.

The remainder of the paper is organized as follows. Section 2 describes the boundary
value and interface problems of the variable coefficients elliptic PDEs. Section 3 reformu-
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lates the boundary value and interface problems as boundary integral equations. Section
4 gives implementation details for a second-order version of the kernel-free boundary
integral method in two space dimensions. Section 5 summarizes the KFBI method for the
boundary value and interface problems. Numerical results demonstrating the efficiency
and accuracy of the KFBI method are presented in Section 6. Finally, the KFBI method for
the variable coefficients elliptic PDEs is summarized in Section 7. Limitation, extension
and potential applications of the KFBI method for the variable coefficients elliptic PDEs
are also discussed in the last section.

2 Variable coefficients elliptic PDEs

2.1 Boundary value problem

Let Ωi ⊂ R
d (d = 2 or 3) be a bounded domain with smooth boundary Γ = ∂Ωi, which

is in general irregular and complex (see Fig. 1). Let p ∈ R
d be the space variable; σi =

σi(p)≥ σ0 > 0 and κi = κi(p)≥ 0 be the spatially variable smooth diffusion and reaction
coefficients, respectively. Let fi = fi(p) be a smooth function defined in Ωi, too. Let
u= u(p) be the unknown function. We are interested in the numerical solution of both
the Dirichlet boundary value problem

Aiu≡∇·
(

σi(p)∇u
)

−κi(p)u= fi(p) in Ωi, (2.1)

u= gD on Γ≡∂Ωi, (2.2)

and the Neumann boundary value problem

Aiu=∇·
(

σi(p)∇u
)

−κi(p)u= fi(p) in Ωi, (2.3)

σi ∂nu= gN on Γ, (2.4)

for the variable coefficients elliptic partial differential equation (PDE). Here, Ai is the
differential operator of the elliptic PDE; gD and gN are, respectively, the Dirichlet and
Neumann boundary data; n denotes the unit outward normal vector on Γ and ∂nu de-
notes the normal derivative of u.

2.2 Interface problem

Let B⊂R
d (d=2 or 3) be a rectangle, and Γ⊂B be a smooth interface in B, which separates

the rectangle B into two subdomains Ωi and Ωe, satisfying Γ=Ω̄i∩Ω̄e and Ωi∪Γ∪Ωe=B.
Assume that ∂Ωi∩∂B = ∅ and ∂B ⊂ ∂Ωe. By the assumptions, we have Γ = ∂Ωi. See
Fig. 1 for an illustration. Let σi,0 and σe,0 be two positive constants; σi ≥ σi,0, σe ≥ σe,0,
κi ≥ 0, κe ≥ 0, fi and fe be smooth functions defined on B̄. Assume that σi(p) and σe(p)
are continuously differentiable on B̄ while noting that only the restriction of σi (σe) on
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Figure 1: Irregular domain in a rectangle box.

Ωi (Ωe) appears in the original equation. Let ui = ui(p) and ue = ue(p) be the unknown
functions. We consider the interface problem

Aiui≡∇·
(

σi(p)∇ui

)

−κi(p)ui= fi(p) in Ωi, (2.5)

Aeue ≡∇·
(

σe(p)∇ue

)

−κe(p)ue= fe(p) in Ωe, (2.6)

subject to two interface conditions

ui−ue= g and σi ∂nui−σe ∂nue =  on Γ, (2.7)

and the boundary condition
ue=0 on ∂B. (2.8)

Here, Ai and Ae are the differential operators for the elliptic PDEs in subdomains Ωi

and Ωe, respectively; n represents the unit normal vector pointing from Ωi to Ωe on the
interface Γ. Typical examples of the interface problem arise from the temporally implicit
semi-discrete discretization of the Stefan problem and the linearization of the Poisson-
Boltzmann equation.

3 The boundary integral formulations

The boundary value and interface problems described in the previous section are refor-
mulated as boundary integral equations in this section.

3.1 Boundary value problem

Let B⊂R
d be a larger rectangle (see Fig. 1), which embeds domain Ωi for the boundary

value problems (2.1)-(2.2) and (2.3)-(2.4).
Assume σi(p) is continuously differentiable and κi(p) is continuous on B̄ even though

only their restrictions on Ωi appear in the PDE. Let Gi(p,q) be the Green function associ-
ated with the variable coefficients elliptic PDE on the rectangle B, which satisfies

AiGi(p,q)=∇p ·
(

σi(p)∇pGi(p,q)
)

−κi(p)Gi(p,q)=δ(p−q) in B,

Gi(p,q)=0 on ∂B.
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Here, δ(p−q) is the Dirac delta function; ∇p stands for the gradient operator with respect
to the space variable p∈R

d.
Let H1/2(Γ) be the trace space of Sobolev space H1(Ωi) on Γ= ∂Ωi and H−1/2(Γ) be

the dual space of H1/2(Γ). Let np be the unit outward normal vector at point p∈Γ. For
density function ϕ∈H1/2(Γ), define the double layer boundary integral by

Mi ϕ(p)≡
∫

Γ

σi(q)
∂Gi(q,p)

∂nq
ϕ(q)dsq

=
∫

Γ

σi(q)nq ·∇qGi(q,p)ϕ(q)dsq ∈H1/2(Γ)

and the hyper-singular boundary integral by

Ni ϕ(p)≡
∫

Γ

σi(p)σi(q)
∂2Gi(q,p)

∂np∂nq
ϕ(q)dsq

=
∫

Γ

σi(p)σi(q)nT
p

(

∇p∇qGi(q,p)
)

nq ϕ(q)dsq ∈H−1/2(Γ).

For density function ψ∈H−1/2(Γ), define the single layer boundary integral by

Liψ(p)≡
∫

Γ

Gi(q,p)ψ(q)dsq ∈H1/2(Γ)

and the adjoint double layer boundary integral by

M∗
i ψ(p)≡

∫

Γ

σi(p)
∂Gi(q,p)

∂np
ψ(q)dsq

=
∫

Γ

σi(p)np ·∇pGi(q,p)ψ(q)dsq ∈H−1/2(Γ).

Define the volume integral on Ωi by

Gi fi(p)≡
∫

Ωi

Gi(q,p) fi(q)dq.

In terms of the Green function, the Dirichlet BVP (2.1)-(2.2) can be reformulated as a
Fredholm boundary integral equation of the second kind,

1

2
ϕ(p)+Miϕ(p)= gD(p)−Gi fi(p) for p∈Γ. (3.1)

The solution to the Dirichlet BVP reads

u(p)=Mi ϕ(p)+Gi fi(p) for p∈Ω. (3.2)

The Neumann BVP (2.3)-(2.4) can be reformulated as a Fredholm boundary integral equa-
tion of the second kind,

1

2
ψ(p)−M∗

i ψ(p)= gN(p)−np ·σi(p)∇pGi fi(p) for p∈Ω. (3.3)
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The solution to the Neumann BVP reads

u(p)=−Liψ(p)+Gi fi(p) for p∈Ω. (3.4)

Remark 3.1. The BIE (3.1) or (3.3) for the corresponding BVP can be derived by potential
decomposition together with the continuity property of the volume integral Gi fi and the
jump relations that the double layer potential Mi ϕ and the normal derivative of the sin-
gle layer potential Liψ satisfy. See Theorems A.1-A.3 in the appendix for the continuity
and discontinuity properties of the integrals.

3.2 Interface Problem

For the interface problems (2.5)-(2.8), the Green functions associated with the variable
coefficients elliptic PDEs (2.5) and (2.6), respectively on subdomains Ωi and Ωe, are in
general different.

Let Gi(p,q) be the Green function on the rectangle B associated with the variable
coefficients elliptic PDE (2.5) in Ωi, which satisfies

AiGi(p,q)=δ(p−q) in B,

Gi(p,q)=0 on ∂B.

Let Ge(p,q) be the Green function on the rectangle B associated with the variable coeffi-
cients elliptic PDE (2.6) in Ωe, which satisfies

AeGe(p,q)=δ(p−q) in B,

Ge(p,q)=0 on ∂B.

Similar to those for the boundary value problems in the previous subsection, we also
define the single layer, double layer, adjoint double layer and hyper-singular boundary
integrals, associated with the differential operators Ai and Ae, respectively. Denote them
by Li, Le, Mi, Me, M∗

i , M∗
e , Ni and Ne. For example,

Leψ(p)≡
∫

Γ

Ge(q,p)ψ(q)dsq ∈H1/2(Γ) for ψ∈H−1/2(Γ), (3.5)

Me ϕ(p)≡
∫

Γ

σe(q)
∂Ge(q,p)

∂nq
ϕ(q)dsq

=
∫

Γ

σe(q)nq ·∇qG(q,p)ϕ(q)dsq∈H1/2(Γ) for ϕ∈H1/2(Γ),

and so on. Define the volume integral on Ωe by

Ge fe(p)≡
∫

Ωe

Ge(q,p) fe(q)dq.
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Let ϕ=ui and ψ=σe∂nue be two unknown density functions defined on Γ. By Green’s
(third) identities and the interface conditions (2.7), we have

1

2
ϕ=Miϕ−Liψ−Li +Gi fi on Γ, (3.6)

1

2
(ϕ−g)=−Me ϕ+Leψ+Meg+Ge fe on Γ, (3.7)

1

2
(ψ+ )=Ni ϕ−M∗

i ψ−M∗
i +σi∂nGi fi on Γ, (3.8)

1

2
ψ=−Ne ϕ+M∗

e ψ+Neg+σe∂nGe fe on Γ. (3.9)

Adding (3.6) to (3.7), (3.8) to (3.9), and making rearrangement of the terms, we reformu-
late the interface problem (2.5)-(2.8) as a system of two boundary integral equations, for
p∈Γ,

ϕ−(Mi−Me)ϕ+(Li−Le)ψ= r(p), (3.10)

−(Ni−Ne)ϕ+ψ+(M∗
i −M∗

e )ψ= s(p), (3.11)

with

r(p)=
1

2
g+Gi fi+Ge fe−Li +Meg,

s(p)=−
1

2
+σi ∂npGi fi+σe ∂npGe fe−M∗

i +Neg.

After the densities, ϕ and ψ, are solved from the boundary integral equations, the
potentials, ui and ue, are computed by evaluating the integrals below

ui(p)=Mi ϕ−Liψ−Li +Gi fi in Ωi, (3.12)

ue(p)=−Me ϕ+Leψ+Meg+Ge fe in Ωe. (3.13)

Finally, we remark that, in the case that κe = κi = 0 or σe/σi = κe/κi, for the interface
problem (2.5)-(2.8), we may even get an equivalent boundary integral equation in the
following form

1

2
ψ(p)+µM∗

i ψ(p)=µNi g+t(p) on Γ (3.14)

with µ = (σe−σi)/(σe+σi) ∈ (−1,1). Here, t(p) is a linear combination of the known
volume and boundary integrals.

4 The kernel-free boundary integral method

The kernel-free boundary integral method is a generalization of the standard bound-
ary integral method and allows the solution of variable coefficients elliptic PDEs in the
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formulation of boundary integral equations. As the Green function or the kernels of
boundary integrals associated with variable coefficients elliptic PDEs are in general not
analytically known, it is difficult if not impossible to directly evaluate the boundary in-
tegrals. The kernel-free boundary integral method replaces the evaluation of a boundary
or volume integral by interpolation of a structured grid based solution, which satisfies a
discrete equivalent interface problem on a larger regular box. The interface problem is
solved with a fast solver. This section gives details of the method in two space dimen-
sions (d=2).

4.1 Reinterpretation of the integrals

By the continuity properties of the boundary and volume integrals, we may reinterpret
each of them as a solution to an equivalent interface problem.

For a piecewise smooth dependent variable w(p), defined on the larger regular do-
main B, which has possible discontinuities only on Γ, let w+(p) and w−(p) be the re-
strictions of w(p) on the subdomains Ωi and Ωe, respectively. For p ∈ Γ, we interpret
w+(p) and w−(p) as the limit values of w(p) from the corresponding side of the domain
boundary. Assume the subdomain Ωi is on the positive side of the boundary curve Γ

while the subdomain Ωe is on the negative side. The jump of the variable v(p) across the
boundary/interface Γ from negative to positive side is denoted by

[w(p)]≡w+(p)−w−(p) on Γ.

In the following, we shall denote by wi,e the two cases for wi and we, respectively.
The double layer potential v(p)=Mi,e ϕ(p) satisfies the interface problem

Ai,ev≡∇·
(

σi,e(p)∇v
)

−κi,e(p)v=0 in B\Γ,

[v]= ϕ on Γ,

σi,e [∂nv]=0 on Γ,

v=0 on ∂B.

The single layer potential v(p)=−Li,eψ(p) satisfies the interface problem

Ai,ev=∇·
(

σi,e(p)∇v
)

−κi,e(p)v=0 in B\Γ,

[v]=0 on Γ,

σi,e [∂nv]=ψ on Γ,

v=0 on ∂B.

The volume integral v(p)=Gi fi(p) satisfies the interface problem

Aiv(p)=

{

fi if p∈Ωi,

0 if p∈Ωe,
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[v]=0 on Γ,

σi [∂nv]=0 on Γ,

v=0 on ∂B.

The volume integral v(p)=Ge fe(p) satisfies the interface problem

Aev(p)=

{

0 if p∈Ωi,

fe if p∈Ωe,

[v]=0 on Γ,

σe [∂nv]=0 on Γ,

v=0 on ∂B.

Remark 4.1. The equivalences between the interface problems and the volume, boundary
integrals are illustrated and proved in the appendix.

4.2 Discretization of the PDE on a Cartesian grid

In this and the next sections, we will omit the subscripts for the interior and exterior
variables. We discretize the PDE

Av≡∇·
(

σ(p)∇v
)

−κ(p)v= f (p) in B\Γ (4.1)

on a Cartesian grid with finite difference method. Here, the differential operator A uses
only one set of coefficients, {σi,κi} or {σe,κe}, throughout the rectangle B; the source term
f (p) may vanish on one side of the interface Γ, depending on the operator among Ai and
Ae which A stands for.

In two space dimensions, for simplicity, assume the box B=(a,b)×(c,d) is a square.
Let M > 1 be an integer and h = (b−a)/M = (d−c)/M be a mesh parameter. For i, j =
0,1,··· ,M, let xi = a+ih and yj = c+ jh. The box B is partitioned into a uniform grid with

nodes {pi,j = (xi,yj)}
M
i,j=0. With the second-order centered finite difference method, the

elliptic PDE (4.1) is discretized into the finite difference equations

Ahvi,j ≡
si,j−4σ̄i,jvi,j

h2
−κi,jvi,j = fi,j, (4.2)

with
si,j =σi+1/2,jvi+1,j+σi−1/2,jvi−1,j+σi,j+1/2vi,j+1+σi,j−1/2vi,j−1,

for i, j=1,2,··· ,M−1. Here, vi,j is the finite difference approximation of v(pi,j); σi+1/2,j =
σ(xi+h/2,yj), σi,j+1/2 = σ(xi,yj+h/2), κi,j = κ(xi,yj), fi,j = f (xi,yj) and σ̄i,j = (σi+1/2,j+
σi−1/2,j+σi,j+1/2+σi,j−1/2)/4. At each grid node pi,j=(xi,yj), the finite difference equation
involves a five-point stencil. In the absence of interface Γ, provided that the coefficients
σ(p), κ(p) and the data f (p) are sufficiently smooth, the solution to the finite difference
equation (4.2) has second-order accuracy.
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4.3 Correction of the discrete system

The grid nodes {pi,j =(xi,yj)}
M
i,j=0 are classified into regular and irregular nodes. Those

at which the five-point stencil of the finite difference equation (4.2) has intersection with
the boundary/interface Γ are called irregular grid nodes; others are called regular grid
nodes.

Due to the discontinuities of the solution and/or its normal derivative across the in-
terface Γ, the finite difference approximation (4.2) at irregular grid nodes has much larger
local truncation errors than those at regular grid nodes. Precisely, we have the following
estimate for the local truncation errors,

Ahv(xi,yj)− f (xi,yj)=

{

O(h2) if (xi,yj) is a regular node,

O(h−2) if (xi,yj) is an irregular node.

Here, v(p)=v(x,y) is the solution to the elliptic PDE (4.1), subject to two interface condi-
tions on Γ; Ahv(xi,yj) is obtained by replacing the approximate values vi,j with the values
of v(x,y) at grid nodes pi,j =(xi,yj).

As the local truncation errors at irregular grid nodes are too large, the solution to
the finite difference equation (4.2) will be inaccurate. The finite difference equation (4.2)
must be corrected for the solution to the modified system to have formal second-order
accuracy.

For simplicity, we first consider the case when the five-point finite difference stencil
at irregular grid node (xi,yj) intersects the boundary/interface on the horizontal grid
line only once while keeping in mind that the finite difference stencil may intersect the
horizontal line twice. Assume the line segment connecting nodes (xi,yj) and (xi+1,yj)
intersects the interface at point (zi,yj) (see Fig. 2) with xi ≤ zi < xi+1. Denote the smooth
solution on the left and right hand sides of the interface by v−(p) and v+(p), respectively.

In the next, we will estimate the horizontal part of the local truncation error

Eh,x(xi,yj)≡
σi+1/2,j(v

+(xi+1,yj)−v−(xi,yj))

h2

−
σi−1/2,j(v

−(xi,yj)−v−(xi−1,yj))

h2
−

∂

∂x

(

σ
∂

∂x
v−(xi,yj)

)

. (4.3)

zi

v
−

v
+

xi xi+1 xi+2xi−1xi−2

Figure 2: Piecewise smooth function along a line with an interface.
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First we make Taylor expansions for v±(x,yj) around the point (zi,yj),

v±(xi+1,yj)=v±(zi,yj)+∂xv±(zi,yj)(xi+1−zi)+
1

2
∂xxv±(zi,yj)(xi+1−zi)

2

+
1

6
∂xxxv±(zi,yj)(xi+1−zi)

3+O(h4).

Note that, with the expansions, we may estimate the leading order term of Eh,x(xi,yj) by

E+
h,x(xi,yj)≡

σi+1/2,j

h2
(v+(xi+1,yj)−v−(xi+1,yj))

=
σi+1/2,j

h2

{

[v]+[vx ](xi+1−zi)+
1

2
[vxx](xi+1−zi)

2+
1

6
[vxxx](xi+1−zi)

3

}

+O(h2).

Here, [v] = v+(zi,yj)−v−(zi,yj), [∂xv] = ∂xv+(zi,yj)−∂xv−(zi,yj), [vxx] = ∂xxv+(zi,yj)−
∂xxv−(zi,yj) and [vxxx]=∂xxxv+(zi)−∂xxxv−(zi) are the jumps of the function and its par-
tial derivatives across the interface.

Thus, we see the horizontal part Eh,x(xi,yj) of the local truncation error can be ap-
proximated by the following quantity

C+
h,x(xi,yj)≡

σi+1/2,j

h2

{

[v]+[vx ](xi+1−zi)+
1

2
[vxx](xi+1−zi)

2

}

,

which introduces a first-order error, since

Eh,x(xi,yj)=E+
h,x(xi,yj)+O(h2)=C+

h (xi,yj)+O(h).

The correction C+
h,x(xi,yj) is computable once the jumps [v], [vx] and [vxx] are known.

As a matter of fact, the jumps of the partial derivatives of function v can be calculated
from the jumps of the function and its normal derivative. Details of the calculation are
presented in Subsection 4.6.

In the case that the boundary/interface Γ intersects the line segment connecting nodes
(xi−1,yj) and (xi,yj) at point (zi,yj) with xi−1 ≤ zi < xi, the modification for the finite
difference equation at irregular grid node (xi,yj) should take into account the computable
quantity below

C−
h,x(xi,yj)≡−

σi−1/2,j

h2

{

[v]+[vx ](xi−1−zi)+
1

2
[vxx](xi−1−zi)

2

}

.

In the case that the five-point finite difference stencil at point (xi,yj) intersects the bound-
ary/interface Γ at the vertical line segments, similar computable quantities C+

h,y(xi,yj)

and C−
h,y(xi,yj) can be derived.

In general, at an irregular grid node (xi,yj), the interface may intersect the five-point
finite difference stencil multiple times. We need to add the corresponding terms among
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C+
h,x, C−

h,x, C+
h,y and C−

h,y for modifying the right hand side of the finite difference equa-

tion. Denote by Ch(xi,yj) the sum of all correction contributions from different intersected
points. Now we modify the finite difference equation (4.2) to be

Ahvi,j =

{

fi,j if (xi,yj) is a regular point,
fi,j+Ch(xi,yj) if (xi,yj) is an irregular point,

(4.4)

for i, j=1,2,··· ,M−1.
With the correction, the local truncation error of the finite difference equation at irreg-

ular grid nodes is of first order

Ahvh(xi,yj)− f (xi,yj)−Ch(xi,yj)=O(h)

if (xi,yj) is an irregular point. It is known [5, 48] that the solution to the corrected linear
system (4.4) has essentially second-order accuracy.

4.4 Solution of the discrete interface equations

In the previous subsection, we see that the finite difference equation for the interface
problem on a Cartesian grid is modified for the solution to the resulting linear system
to have essential second-order accuracy [5, 48]. A good point of the modification is that
the correction is only made to the right hand side of the linear system while the coeffi-
cient matrix remains the same as the smooth case, the symmetry and positive or negative
definiteness being preserved.

For constant coefficients linear elliptic operators such as the Laplacian or the modified
Helmholtz operator, the modified finite difference equation (4.4) can be solved by a fast
Fourier transform based elliptic PDE solver.

In this work, for the variable coefficients elliptic operators, the modified finite dif-
ference equation (4.4) is solved by a geometric multigrid type method, assuming the
Cartesian grid results from a sequence of uniform refinement (bisection) for the box B.

Denote by Th the Cartesian grid with mesh parameter h for the box B. Assume it is
generated from uniform bisection of the coarse grid T2h with double-size mesh parameter.

The modified finite difference equation (4.4) on grid Th is solved with a geomet-
ric multigrid preconditioned conjugate gradient (GMG-PCG) iteration. The multigrid
preconditioner is a standard V-cycle, consisting of pre-smoothing, residual restriction,
coarser grid iteration, correction prolongation and post-smoothing. The pre-smoothing
and post-smoothing is made by one forward and one backward Gauss-Seidel iteration,
respectively. The prolongation is computed by bi-linear interpolation while the restric-
tion is simply implemented as the adjoint of the prolongation. The coarsest grid for the
box B has only two by two grid cells and one interior grid node, which implies that the
system on the coarsest grid has only a single finite difference equation.

If a coarser grid T2h exists, the initial guess for the GMG-PCG iteration is obtained
by linear interpolation of the numerical solution to the finite difference equation on the
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coarser grid T2h, which is also solved with the GMG-PCG iterative method. This process
is recursive. The resulting iterative method for the modified finite difference equation is
in fact a full GMG-PCG iterative method.

4.5 Interpolation for integral values on the boundary

Let vh(p) be a sufficiently smooth function defined in B\Γ so that the action of the elliptic
differential operator A on it is meaningful. The function and its partial derivatives are
possibly discontinuous only on the boundary/interface Γ. Assume the piecewise smooth
function vh(p) satisfies the interface conditions and vh(pi,j)=vi,j, where vi,j is the numer-
ical solution to the finite difference equation (4.2). By the assumption, we may also call
vh(p) as an approximate solution to the corresponding interface problem.

Let v+h and v−h be restrictions of vh on the subdomains Ωi and Ωe, respectively. Taylor
expansion of the approximate solution vh(p) around a point q on Γ (see Fig. 3) gives us

vh(p)=v+h (q)+
∂v+h (q)

∂x
ξ+

∂v+h (q)

∂y
η+

1

2

∂2v+h (q)

∂x2
ξ2

+
∂2v+h (q)

∂x∂y
ξη+

1

2

∂2v+h (q)

∂y2
η2+O(|p−q|3) if p∈Ωi, (4.5)

and

vh(p)=v−h (q)+
∂v−h (q)

∂x
ξ+

∂v−h (q)

∂y
η+

1

2

∂2v−h (q)

∂x2
ξ2

+
∂2v−h (q)

∂x∂y
ξη+

1

2

∂2v−h (q)

∂y2
η2+O(|p−q|3) if p∈Ωe. (4.6)

Here, (ξ,η)T ≡ p−q. For conciseness, we denote the limit values of the approximate

q

p0 p1

p2

p3

p4

p5

Figure 3: Six grid nodes pj (j= 0,1,··· ,5) for computing the limit values of an approximate solution and its
derivatives at point q.
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solution vh(p) and its derivatives by

V±≡v±h (q), V±
x ≡

∂v±h (q)

∂x
, V±

y ≡
∂v±h (q)

∂y
,

and

V±
xx≡

∂2v±h (q)

∂x2
, V±

xy≡
∂2v±h (q)

∂x∂y
, V±

yy≡
∂2v±h (q)

∂y2
.

Evaluating the truncated Taylor series, (4.5) or (4.6), at six nearby grid nodes pj (j=
0,1,··· ,5) (see Fig. 3) yields

V++V+
x ξ j+V+

y ηj+
1

2
ξ2

j V+
xx+ξ jηjV

+
xy+

1

2
η2

j V+
yy=Vj if pj ∈Ωi (4.7)

and

V−+V−
x ξ j+V−

y ηj+
1

2
ξ2

j V−
xx+ξ jηjV

−
xy+

1

2
η2

j V−
yy=Vj if pj ∈Ωe, (4.8)

with Vj ≡vh(pj) and (ξ j,ηj)
T ≡pj−q, for j=0,1,··· ,5. Let

Jj ≡ [V]+ξ j [Vx]+ηj [Vy]+
1

2
ξ2

j [Vxx]+ξ jηj [Vxy]+
1

2
η2

j [Vyy].

Using the jump relations of the solution and its derivatives, we rewrite (4.8) as

V++V+
x ξ j+V+

y ηj+
1

2
ξ2

j V+
xx+ξ jηjV

+
xy+

1

2
η2

j V+
yy=Vj+ Jj if pj ∈Ωe. (4.9)

Let aj ≡ ξ j/h, bj ≡ηj/h and introduce new quantities:

W±≡V±, W±
a ≡hV±

x , W±
b ≡hV±

y ,

and
W±

aa ≡h2 V±
xx, W±

ab ≡h2V±
xy, W±

bb ≡h2 V±
yy.

Then from Eqs. (4.7) and (4.9), we obtain

W++aj W
+
a +bjW

+
b +

1

2
a2

j W+
aa+ajbjW

+
ab+

1

2
b2

j W+
bb =Vj if pj∈Ωi (4.10)

or

W++aj W
+
a +bjW

+
b +

1

2
a2

j W+
aa+ajbjW

+
ab+

1

2
b2

j W+
bb =Vj+ Jj if pj∈Ωe (4.11)

for j=0,1,··· ,5. Note that the coefficient matrix of the linear system consisting of Eqs. (4.10)-
(4.11) is independent of the mesh parameter h. The limit values of the approximate so-
lution and its derivatives are uniquely determined by (4.10)-(4.11) if we appropriately
choose the six grid nodes pj (j=0,1,··· ,5) such that the coefficient matrix is invertible.

For a point q∈ Γ, the six points {pj}
5
j=0 for the interpolation are chosen as follows.

First, the closest node p0 on the Cartesian grid Th is selected. Then the four neighboring
grid nodes {pi}

4
i=1 as shown in Fig. 3 are added into the interpolation stencil. Finally,

the sixth grid node p5 is chosen to be the closest grid node on a diagonal line passing
through node p0 that is on the same quadrant as point q (see Fig. 3).
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4.6 Calculation for jumps of partial derivatives

Assume function v(p) is smooth in B except on the interface Γ and satisfies the interface
problem

Av≡∇·(σ∇v)−κv= f in B, (4.12)

[v]= ϕ on Γ, (4.13)

σ[∂nv]=ψ on Γ. (4.14)

This section describes the calculation for the jumps of partial derivatives of v(p) in
terms of the jumps of the function and its normal derivative, [v] and σ[∂nv].

Let τ be a tangent vector at a point on the interface. Taking tangential derivative of
the interface condition (4.13) along τ yields

∂τ [v]=∂τ ϕ on Γ. (4.15)

The two equations (4.14)-(4.15) will uniquely determine the jumps of the first-order par-
tial derivatives: [vx ] and [vy].

Taking tangential derivative of interface condition (4.14) along the tangential direc-
tion τ yields

∂τ{σ[∂nv]}=∂τψ on Γ. (4.16)

Taking tangential derivative of condition (4.15) yields

∂ττ [v]=∂ττ ϕ on Γ. (4.17)

The elliptic PDE (4.12) implies

[∇·(σ∇v)]−κ [v]= [ f ] on Γ. (4.18)

The three equations (4.16)-(4.18) will determine the jumps of the second-order partial
derivatives: [vxx], [vyy], [vxy].

Let s be an independent variable for the local parametric representation of boundary
Γ, assuming

x= x(s) and y=y(s).

Let

r=(x,y)T, τ=
∂r

∂s

and n1, n2 be the components of the unit outward normal vector n at a point on Γ.
Eqs. (4.14)-(4.15) explicitly read

n1[vx]+n2[vy]=ψ/σ,

∂x

∂s
[vx]+

∂y

∂s
[vy]= ϕs.
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Solving the two by two linear system yields the jumps of the first partial derivatives, [vx ]
and [vy].

Eqs. (4.16)-(4.18) explicitly read

n1
∂x

∂s
[vxx]+n2

∂y

∂s
[vyy]+

(

n1
∂y

∂s
+n2

∂x

∂s

)

[vxy]= r1,

(∂x

∂s

)2
[vxx]+

(∂y

∂s

)2
[vyy]+2

∂x

∂s

∂y

∂s
[vxy]= r2,

[vxx]+[vyy]= r3,

with

r1=
ψs

σ
−

σs

σ

{

n1[vx ]+n2[vy]
}

−
∂n1

∂s
[vx]−

∂n2

∂s
[vy],

r2= ϕss−
∂2x

∂s2
[vx]−

∂2y

∂s2
[vy],

r3={κ [v]−σx [vx]−σy[vy]+[ f ]}/σ.

Solving the linear system consisting of the three equations above yields the jumps of the
second-order partial derivatives, [vxx], [vyy] and [vxy].

5 Algorithm summary

Suppose that the boundary integral equation (3.1), (3.3) or (3.10)-(3.11), respectively cor-
responding to the boundary value problems (2.1)-(2.2), (2.3)-(2.4) or the general interface
problem (2.5)-(2.8), is solved with a Krylov subspace method after space discretization.
During the iteration, evaluation of the volume integral and boundary integral(s) with the
iterated density or densities are made by solving the corresponding equivalent simple in-
terface problems in Subsection 4.1. Each integral that appears in the BIEs (3.10)-(3.11) is
computed separately in the whole box B with one corresponding set of coefficients, either
interior or exterior. The simple interface problems in Subsection 4.1 are solved using Sub-
sections 4.2-4.4. The correction in Subsection 4.3 for the discrete interface equations needs
the jumps of partial derivatives, which are computed by the method presented in Subsec-
tion 4.6. After the discrete equations are solved, the grid based solution is interpolated to
the interface using Subsection 4.5, which also needs the jumps of partial derivatives cal-
culated by the method in Subsection 4.6. After the boundary integral equation is solved,
the solution to the boundary value problem or the general interface problem (2.5)-(2.8)
can be correspondingly obtained by (3.2), (3.4) or (3.12)-(3.13).

6 Numerical examples

This section presents examples for the boundary value and interface problems of variable
coefficients elliptic PDEs in two space dimensions (d=2) with the kernel-free boundary
integral method.
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For the boundary integral method, the boundary or interface may be explicitly repre-
sented with a parametric or spline curve [48] or implicitly represented by the intersection
points of a Cartesian grid with the zero level set of a smooth function [49]. The examples
below adapt the latter approach. The boundary representation method involves a pa-
rameter α, called overlapping surface decomposition parameter. It is fixed to be α=π/3
in this work (refer to [49] for details).

The discrete boundary integral equations in all the numerical experiments (Examples
6.1-6.7) are solved with the generalized minimal residual (GMRES) iterative method [42].
For the iteration, the unknown densities are initialized with twice the boundary data for
the boundary value problems and zeros for the interface problems. The GMRES itera-
tion stops when the iterated residual in the discrete ℓ2-norm relative to that of the initial
residual is less than a prescribed tolerance ǫbie =10−8.

In Examples 6.1-6.2 and 6.6-6.7, the modified finite difference equations are solved
with the full multigrid-preconditioned conjugate gradient method. In Examples 6.3-6.5,
where the PDEs have constant coefficients, the modified finite difference equations are
computed with the fast Fourier transform based fast Poisson solver.

The full multigrid-preconditioned conjugate gradient method for the modified finite
difference equation in Examples 6.1-6.2 and 6.6-6.7 stops when the iterated residual in the
discrete ℓ2-norm relative to that of the initial one is less than the tolerance ǫ f dm =10−10.

Numerical results for the examples are listed in Tables 1-19. In each table, the first
column has the grid sizes; the second column has the number of GMRES iterations. In
Tables 1 and 2 for the Dirichlet and Neumann BVPs, the third and fourth columns have
the errors of the numerical solutions in the discrete ℓ2-norm and the discrete maximum
norm. In other tables for the interface problems, the third and fourth columns have the
errors of the numerical solutions inside and outside the interface in the discrete maximum
norm. In each of Tables 1-19, the last column lists the CPU times in seconds used by the
computer for the corresponding numerical experiments.

The kernel-free boundary integral method proposed in this work was implemented
in custom codes written in the C++ computer language. The numerical experiments were
all performed in double precision on a computer with Intel(R) Xeon(R) 2.93GHz CPU.

Example 6.1. This one solves the Dirichlet BVP (2.1)-(2.2) with spatially variable coeffi-
cients

σi(x,y)=2+sinπ(x+y) and κi(x,y)= x2+y2.

The Dirichlet boundary data g(x,y) and source data f (x,y) are chosen such that the ex-
act solution to the problem is given by u(x,y) = exp(πx)cos(πy). The computational
domain Ωi is an ellipse with major and minor radius respectively equal to 0.8 and 0.4,
rotated counterclockwisely by 30 degrees (See Fig. 4). The larger rectangle B is given by
(−1,1)×(−1,1). Fig. 4 shows the isolines of a numerical solution to the boundary inte-
gral equation (3.1) for the Dirichlet BVP. The numerical results in Table 1 verify that the
GMRES iteration number is essentially independent of the mesh parameter and the KFBI
method yields second-order accurate solutions.
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Table 1: Numerical results for the Dirichlet BVP of Example 6.1.

grid size #GMRES ‖eh‖ℓ2 ‖eh‖∞ CPU times

128×128 8 1.95E-4 4.19E-4 0.15

256×256 8 4.85E-5 1.02E-4 0.68

512×512 8 1.24E-5 2.58E-5 4.64

1024×1024 8 3.07E-6 6.43E-6 23.3

2048×2048 8 7.39E-7 1.58E-6 106.1

Example 6.2. This one solves the Neumann BVP (2.3)-(2.4) with spatially variable coeffi-
cients

σi(x,y)=2+sinπ(x+y) and κi(x,y)=0.

The Neumann boundary data gN(x,y) and source data f (x,y) are chosen such that the ex-
act solution to the problem is given by u(x,y)=exp(πx)cos(πy), too. The computational
domain Ωi and the larger regular box B are also the same as Example 6.1. The solution to
the pure Neumann BVP is not unique. To fix a unique solution, we translate the numeri-
cal solution so that it matches with the exact one at the origin. Fig. 5 shows the isolines of
a numerical solution to the boundary integral equation (3.3) for the Neumann BVP. The
numerical results in Table 2 verify that the GMRES iteration number is also essentially
independent of the mesh parameter and the KFBI method for the Neumann BVP yields
second-order accurate solutions, too.

Table 2: Numerical results for the Neumann BVP of Example 6.2.

grid size #GMRES ‖eh‖ℓ2 ‖eh‖∞ CPU times

128×128 9 1.26E-3 5.77E-3 0.13

256×256 9 3.06E-4 1.53E-3 0.58

512×512 8 4.32E-5 2.25E-4 3.43

1024×1024 8 1.69E-5 8.56E-5 17.2

2048×2048 8 2.57E-6 1.31E-5 70.7

Example 6.3. In this example, we consider the interface problem with piecewise constant
coefficients below

σi△ui= fi in Ωi,

σe△ue = fe in Ωe,

subject to two interface conditions

ui−ue = g and σi ∂nui−σe ∂nue =  on Γ

and the boundary condition
ue=0 on ∂B
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Figure 4: Isolines of a numerical solution to the
Dirichlet BVP of Example 6.1.

Figure 5: Isolines of a numerical solution to the
Neumann BVP of Example 6.2.

Figure 6: Isolines of a numerical solution to the
interface problem of Example 6.3.

Figure 7: Isolines of a numerical solution to the
interface problem of Example 6.4.

with the kernel-free boundary integral method. The interface Γ is given by the zero level
set of the smooth function

Θ(x,y)=(x2+y2)
(

x2+y2+
4

5
x
)

−
16

5
xy2+

1

1000
.

That is, Γ={(x,y)∈R
2 : Θ(x,y)=0}. It has three disconnected components, as illustrated

in Fig. 6. The larger rectangle, which embeds the interface Γ, is also the square centered
at the origin with radius equal to one, B=(−1,1)2. The interface conditions, g and , and
the source terms fi and fe for the interface problem are chosen so that the exact solution
reads
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Table 3: Numerical results for the interface problem of Example 6.3 (σi =1 and σe =25).

grid size #GMRES ‖eh‖∞,Ωi
‖eh‖∞,Ωe CPU times

256×256 11 1.25E-4 3.34E-5 0.48

512×512 11 1.01E-5 2.63E-6 1.79

1024×1024 11 2.47E-6 1.00E-6 7.87

2048×2048 11 3.33E-7 1.51E-7 35.7

Table 4: Numerical results for the interface problem of Example 6.3 (σi =1 and σe =50).

grid size #GMRES ‖eh‖∞,Ωi
‖eh‖∞,Ωe CPU times

256×256 11 1.31E-4 3.45E-5 0.39

512×512 11 1.01E-5 2.62E-6 1.51

1024×1024 11 2.47E-6 9.86E-7 6.60

2048×2048 11 3.07E-7 1.56E-7 31.8

Table 5: Numerical results for the interface problem of Example 6.3 (σi =1 and σe =100).

grid size #GMRES ‖eh‖∞,Ωi
‖eh‖∞,Ωe CPU times

256×256 11 1.42E-4 3.52E-5 0.38

512×512 11 1.02E-5 2.61E-6 1.50

1024×1024 11 2.52E-6 9.77E-7 6.61

2048×2048 11 2.83E-7 1.59E-7 31.9

Table 6: Numerical results for the interface problem of Example 6.3 (σi =1 and σe =200).

grid size #GMRES ‖eh‖∞,Ωi
‖eh‖∞,Ωe CPU times

256×256 12 1.73E-4 3.54E-5 0.41

512×512 12 9.95E-6 2.60E-6 1.59

1024×1024 12 2.39E-6 9.67E-7 7.08

2048×2048 12 3.40E-7 1.48E-7 34.0

ui(x,y)=exp(0.6x+0.8y) for (x,y)∈Ωi,

ue(x,y)=sin
(

π(x+1)/2
)

sin
(

π(y+1)/2
)

for (x,y)∈Ωe.

Fig. 6 shows the isolines of a numerical solution to the boundary integral equations (3.10)-
(3.11) for the interface problem with the KFBI method. Tables 3-8 contain numerical re-
sults from solving the BIEs (3.10)-(3.11) for the interface problem with the piecewise con-
stant coefficients, different tables corresponding to different coefficient ratios. The ratio
of coefficients ranges from 1 : 25 to 1 : 20000. The GMRES iteration numbers in the tables
show that the efficiency of the KFBI method for the interface problem is insensitive to the
ratio of coefficients, in fact due to the well-conditioning of the boundary integral equa-
tion (3.14). When the ratio of the diffusion coefficients is moderately large, the numerical



W.-J. Ying and W.-C. Wang / Commun. Comput. Phys., 15 (2014), pp. 1108-1140 1129

Table 7: Numerical results for the interface problem of Example 6.3 (σi =1 and σe =2000).

grid size #GMRES ‖eh‖∞,Ωi
‖eh‖∞,Ωe CPU times

256×256 12 8.63E-4 3.57E-5 0.42

512×512 12 1.01E-5 2.60E-6 1.62

1024×1024 12 2.22E-6 9.62E-7 7.15

2048×2048 12 3.32E-7 1.49E-7 34.0

Table 8: Numerical results for the interface problem of Example 6.3 (σi =1 and σe =20000).

grid size #GMRES ‖eh‖∞,Ωi
‖eh‖∞,Ωe CPU times

256×256 12 7.76E-3 3.57E-5 0.43

512×512 12 1.26E-5 2.60E-6 1.62

1024×1024 12 2.50E-6 9.62E-7 7.11

2048×2048 12 2.23E-6 1.49E-7 34.2

solution has second order accuracy in the maximum norm at both interior and exterior
grid nodes.

Example 6.4. In this example, we solve the same interface problem with the same exact
solution as Example 6.3. The only difference is that the interface is a simply connected
curve, given as the zero level set of the smooth function below

Θ(x,y)=(x2+y2)
(

x2+y2+
1

2
x
)

−2xy2−
1

100
.

This interface has both positive and negative curvatures. Fig. 7 shows the isolines of a
numerical solution to the boundary integral equations (3.10)-(3.11) for the interface prob-

Table 9: Numerical results for the interface problem of Example 6.4 (σi =1 and σe =25).

grid size #GMRES ‖eh‖∞,Ωi
‖eh‖∞,Ωe CPU times

256×256 10 3.86E-5 2.92E-5 0.43

512×512 10 8.49E-6 5.56E-6 1.69

1024×1024 10 8.36E-7 7.02E-7 7.73

2048×2048 10 2.17E-7 1.81E-7 36.1

Table 10: Numerical results for the interface problem of Example 6.4 (σi =1 and σe =50)

grid size #GMRES ‖eh‖∞,Ωi
‖eh‖∞,Ωe CPU times

256×256 10 3.77E-5 2.85E-5 0.33

512×512 10 8.32E-6 5.41E-6 1.41

1024×1024 10 8.43E-7 7.07E-7 6.13

2048×2048 10 2.41E-7 1.82E-7 29.5
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Table 11: Numerical results for the interface problem of Example 6.4 (σi =1 and σe =100).

grid size #GMRES ‖eh‖∞,Ωi
‖eh‖∞,Ωe CPU times

256×256 10 3.71E-5 2.81E-5 0.33

512×512 10 8.21E-6 5.34E-6 1.41

1024×1024 10 8.80E-7 7.10E-7 6.16

2048×2048 10 2.94E-7 1.82E-7 29.6

Table 12: Numerical results for the interface problem of Example 6.4 (σi =1 and σe =200).

grid size #GMRES ‖eh‖∞,Ωi
‖eh‖∞,Ωe CPU times

256×256 10 3.66E-5 2.79E-5 0.33

512×512 10 8.12E-6 5.30E-6 1.41

1024×1024 10 9.70E-7 7.11E-7 6.15

2048×2048 10 4.01E-7 1.83E-7 29.4

Table 13: Numerical results for the interface problem of Example 6.4 (σi =1 and σe =2000).

grid size #GMRES ‖eh‖∞,Ωi
‖eh‖∞,Ωe CPU times

256×256 10 3.17E-5 2.78E-5 0.33

512×512 10 7.08E-6 5.27E-6 1.42

1024×1024 10 2.67E-6 7.13E-7 6.28

2048×2048 10 2.35E-6 1.83E-7 29.7

Table 14: Numerical results for the interface problem of Example 6.4 (σi =1 and σe =20000).

grid size #GMRES ‖eh‖∞,Ωi
‖eh‖∞,Ωe CPU times

256×256 10 6.87E-5 2.78E-5 0.34

512×512 10 2.01E-5 5.27E-6 1.42

1024×1024 10 1.97E-5 7.13E-7 6.18

2048×2048 10 2.18E-5 1.83E-7 29.3

lem with the KFBI method. Tables 9-14 have results from solving the BIEs (3.10)-(3.11)
for the interface problem with different coefficients. The efficiency and accuracy of the
numerical solution observed here are consistent with Example 6.3.

Example 6.5 (Linearized Poisson-Boltzmann Equation). Now we consider a heteroge-
neous interface problem with piecewise constant coefficients:

σi =1, κi =0, σe =4, and κe =10.

This is the linearized Poisson-Boltzmann equation. It is a heterogeneous interface prob-
lem in that the elliptic differential operators on two sides of the interface are of different
types.
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Table 15: Numerical errors for the interface problem of Example 6.5.

grid size #GMRES ‖eint
h ‖∞ ‖eext

h ‖∞ CPU times

256×256 12 1.29E-4 8.41E-5 0.40

512×512 12 1.56E-5 1.12E-5 1.59

1024×1024 11 3.80E-6 1.98E-6 6.96

2048×2048 12 3.89E-7 2.73E-7 33.7

The interface Γ for this example is also given by the zero level set of the smooth func-
tion

Θ(x,y)=(x2+y2)2+ax(x2+y2)−
16

5
xy2+

1

1000
=0.

Domain Ω is the square, Ω = (−1,1)×(−1,1). The charge sources ( fi and fe) and the
interface jumps (g, ) are chosen such that the exact solution to the problem is given by

ui(x,y)=exp(0.6x+0.8y) for (x,y)∈Ωi,

ue(x,y)=sin
(

π(x+1)/2
)

sin
(

π(y+1)/2
)

for (x,y)∈Ωe.

Numerical results for this example are shown in Table 15.

Example 6.6. We consider the interface problem (2.5)-(2.8) with variable coefficients

σi(x,y)=1+x2+y2 in Ωi,

σe(x,y)=1.5+0.5(sin(πx)+cos(πy)) in Ωe.

and

κi(x,y)=1+sin(π(x+y)) in Ωi,

κe(x,y)= x2+y2 in Ωe

or

κi =0 in Ωi, κe =0 in Ωe.

The interface for this example is given as the zero level set of the smooth function

Θ(x,y)=(x2+y2)
(

x2+y2+
4

5
x
)

−
16

5
xy2+

1

1000
.

The right hand side ( fi and fe) and the interface jumps (g and ) are chosen such that the
exact solution is the same as the previous example. Numerical results for this example
are presented in Tables 16-17. Table 16 corresponds to the case with vanishing reaction
coefficients and Table 17 corresponds to the case with non-zero reaction coefficients.
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Table 16: Numerical results for the interface problem of Example 6.6 (κi =κe =0).

grid size #GMRES ‖eh‖∞,Ωi
‖eh‖∞,Ωe CPU times

256×256 12 1.27E-4 1.51E-4 2.53

512×512 12 2.93E-5 3.76E-5 14.3

1024×1024 12 7.35E-6 9.41E-6 64.4

2048×2048 12 1.28E-6 2.35E-6 288.0

Table 17: Numerical results for the interface problem of Example 6.6 (κi 6=0 and κe 6=0).

grid size #GMRES ‖eh‖∞,Ωi
‖eh‖∞,Ωe CPU times

256×256 12 1.23e-04 1.51e-04 2.02

512×512 12 2.88e-05 3.76e-05 12.6

1024×1024 12 7.23e-06 9.41e-06 63.1

2048×2048 12 1.80e-06 2.35e-06 287.3

Example 6.7. This one also solves the variable coefficients interface problem. It is almost
the same as Example 6.6. The only difference is that the interface now is given by the zero
level set of the smooth function

Θ(x,y)=(x2+y2)
(

x2+y2+
1

2
x
)

−2xy2−
1

100
.

This curve has both positive and negative curvatures. Numerical results for this example
are correspondingly presented in Tables 18-19. It happens that the maximum errors for
the solution in the exterior domain in this example are the same as those in Example 6.6.

Table 18: Numerical results for the interface problem of Example 6.7 (κi =κe =0).

grid size #GMRES ‖eh‖∞,Ωi
‖eh‖∞,Ωe CPU times

256×256 12 9.72E-5 1.51E-4 1.94

512×512 12 2.06E-5 3.76E-5 12.7

1024×1024 12 5.06E-6 9.41E-6 63.5

2048×2048 12 1.28E-6 2.35E-6 290.0

Table 19: Numerical results for the interface problem of Example 6.7 (κi 6=0 and κe 6=0).

grid size #GMRES ‖eh‖∞,Ωi
‖eh‖∞,Ωe CPU times

256×256 12 9.44e-05 1.51e-04 1.90

512×512 12 2.00e-05 3.76e-05 11.8

1024×1024 12 4.92e-06 9.41e-06 58.5

2048×2048 12 1.24e-06 2.35e-06 272.0
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The numerical results of Examples 6.5-6.7 all show that the KFBI method for the in-
terface problem yields second-order accurate solutions and the computational work in-
volved is essentially linearly proportional to the number of unknowns.

7 Discussion

This work presents a generalized boundary integral method for the solution of the vari-
able coefficients elliptic partial differential equations, which include both boundary value
and interface problems. The method is kernel-free in the sense that there is no need to
know analytical expressions for kernels of the boundary (and volume) integrals in the
solution of boundary integral equations. With the kernel-free boundary integral method,
the evaluation of a boundary or volume integral is replaced by interpolation of a Carte-
sian grid based solution, which satisfies an equivalent interface problem, while the inter-
face problem on a Cartesian grid is solved by a fast solver. The boundary integral equa-
tions for both the boundary value and interface problems solved with the KFBI method
are the Fredholm integral equation of the second kind. They are well-conditioned. Nu-
merical experiments verified the well-conditioning of the discrete BIEs, showing that the
GMRES iteration numbers used are essentially independent of the grid sizes. The numer-
ical examples show that the numerical solutions by the KFBI method have second-order
accuracy.

We have already applied the KFBI method for the variable coefficients boundary
value and interface problems in three space dimensions, where we also observed second-
order accuracy and optimal efficiency of the method. In three space dimensions, the
boundary or surface may be represented by an unstructured (triangle or quadrilateral)
grid or the approach proposed in [49].

We remark the methodology for the heterogeneous interface problem in this work
is applicable for the general nonlinear Poisson-Boltzmann equation, the Darcy-Stokes
equation, etc..

At the moment, one limitation of the KFBI method for variable coefficients elliptic
PDEs is that the coefficients σ(p) and κ(p) are required to have sufficiently smooth ex-
tension on B̄. For practical problems, the reaction and diffusion coefficients κ(p) and
σ(p) may have definition only on one side of the interface/boundary Γ. In this case, we
first need to extrapolate the coefficients to the other side of Γ so that the coefficients are
sufficiently smooth on B̄ before the KFBI method is applied to solve the elliptic PDEs.
For the extrapolation, the technique of harmonic or biharmonic extension or others such
as the one proposed by Aslam [2] may be used.

Another limitation is that the efficiency of the KFBI method relies on the existence of
the Fredholm boundary integral equation of the second kind for the boundary value or
interface problem. The well-conditioning of the boundary integral equation guarantees
that the number of GMRES iterations is independent of the mesh parameter so that the
overall computational work involved is essentially linearly proportional to the number
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of grid nodes in the larger rectangle. For some problems of elliptic PDEs, which is im-
possible or difficult to be reformulated as a well-conditioned integral equation, the KFBI
method will lose its efficiency. In this case, the KFBI method may need to be combined
with a matrix-free fast direct solver for boundary integral equations.
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Appendix

In this appendix, we present some basic facts about the volume integral, the single layer
and double layer boundary integrals associated with the Green function of the variable
coefficients elliptic differential operator on the rectangle B, which embeds the bounded
domain Ω and its boundary Γ.

Let
A≡∇·

(

σ(p)∇)−κ(p)

be the differential operator. We first have Green’s first identity

∫

Ω

vAudq=
∫

Γ

vn·σ∇udsq−
∫

Ω

∇v·σ∇udq−
∫

Ω

κuvdq (A.1)

and Green’s second identity

∫

Ω

vAudq−
∫

Ω

uAvdq=
∫

Γ

vn·σ∇udsq−
∫

Γ

un·σ∇vdsq (A.2)

for sufficiently smooth functions u and v.
Let G(q;p) be Green’s function of the differential operator A on B, which satisfies

AG(q;p)=δ(q−p) in B,

G(q;p)=0 on ∂B,

for each fixed p∈B. The Green function G(q;p) is symmetric with respect to the inde-
pendent variables p and q, i.e., G(p;q)=G(q;p).

When one of the functions u and v in Green’s identities (A.1) and (A.2) is replaced
with the Green function G(q;p), the identities still hold and are called the generalized
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Green identities. In particular, the generalized Green first identity implies the Gauss
formula

∫

Γ

nq ·σ∇G(q;p)dsq−
∫

Ω

κG(q;p)dq=







1, p∈Ω,
1
2 , p∈Γ,

0, p∈Ωc.

(A.3)

Here, Ωc=B\Ω̄ is the complement of Ω̄ in B.
Let ϕ=ϕ(p) and ψ=ψ(p) be two functions defined on Γ and let f = f (p) be a function

defined in Ω. Denote by

(Mϕ)(p)≡
∫

Γ

nq ·σ(q)∇G(q;p)ϕ(q)dsq, (Lψ)(p)≡
∫

Γ

G(q;p)ψ(q)dsq

and

(G f )(p)≡
∫

Ω

G(q;p) f (q)dq

the double layer, single layer boundary and volume integrals, respectively.
In the next, for simplicity, we only introduce three theorems for the case when the

density functions f , ψ and ϕ are continuous or continuously differentiable functions.
For general density functions, similar statements can be proved following the lines in
Costabel [14] except the Green function there is defined in the free space and needs to be
replaced by the current one.

Theorem A.1. Given a continuous function f defined in Ω, the volume integral v(p)=(G f )(p)
is continuously differentiable in B and satisfies the interface problem

Av(p)=

{

f if p∈Ω,

0 if p∈Ωc,

[v]=0 on Γ,

σ[∂nv]=0 on Γ,

v=0 on ∂B.

For a continuous function f defined in Ωc, the corresponding statement is also true
for the volume integral over Ωc. We omitted the proofs.

The two theorems below are for the single layer and double layer boundary integrals
Mϕ and Lψ. The proof for Theorem A.2 on the single layer boundary integral is similar
to but much easier than that for Theorem A.3 on the double layer boundary integral. We
only present the proof for the latter one.

Theorem A.2. For a continuously differentiable function ψ(p) defined on Γ, the single layer
potential boundary integral v(p)=−Lψ(p) satisfies the interface problem

Av=∇·
(

σ(p)∇v
)

−κ(p)v=0 in B\Γ,

[v]=0 on Γ,

σ[∂nv]=ψ on Γ,

v=0 on ∂B.
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Moreover, we have the jump relations

σ∂nv+=
1

2
ψ−σ∂n(Lψ) on Γ,

σ∂nv−=−
1

2
ψ−σ∂n(Lψ) on Γ,

where v+ and v− are the restrictions of v(p) in the subdomains Ω and Ωc, respectively.

Let

(M∗ϕ)(p)≡
∫

Γ

np ·σ(p)∇G(q;p)ϕ(q)dsq, for p∈Γ

be the adjoint double layer boundary integral. The jump relations in Theorem A.2 can be
written as

σ∂nv+=
1

2
ψ−M∗ψ on Γ, (A.4)

σ∂nv−=−
1

2
ψ−M∗ψ on Γ, (A.5)

since σ∂n(Lψ)=M∗ψ.

Theorem A.3. For a continuous function ϕ(p) defined on Γ, the double layer boundary integral
v(p)=Mϕ(p) satisfies the interface problem

Av≡∇·
(

σ(p)∇v
)

−κ(p)v=0 in B\Γ, (A.6)

[v]= ϕ on Γ, (A.7)

σ[∂nv]=0 on Γ, (A.8)

v=0 on ∂B. (A.9)

Moreover, we have the jump relations

v+=
1

2
ϕ+Mϕ on Γ, (A.10)

v−=−
1

2
ϕ+Mϕ on Γ, (A.11)

where v+ and v− are the restrictions of v(p) in the subdomains Ω and Ωc, respectively.

In the next, we only prove Theorem A.3 for the case when ϕ is a smooth function
defined on the smooth interface Γ.

Proof. For the double layer potential, we choose a function w1(p) defined in Ω such that

Aw1=0 in Ω,

w1= ϕ on Γ.
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By the generalized Green second identity, we have

(Mϕ)(p)=
∫

Γ

(n·σ∇G(q;p))w1(q)dsq

=
∫

Γ

(n·σ∇w1(q))G(q;p)dsq+
∫

Ω

(AG(q;p)w1(q)dsq

=
∫

Γ

(n·σ∇w1(q))G(q;p)dsq+

{

w1(p) if p∈Ω,

0 if p∈Ωc.
(A.12)

By the definition of G(q;p), from (A.12), we see Mϕ satisfies the boundary condition
(A.9). Applying the elliptic operator A to both sides of (A.12), we get

A(Mϕ)(p)=
∫

Γ

(n·σ∇w1(q))AG(q;p)dsq =0 in B\Γ.

That is, the double layer boundary integral Mϕ satisfies the homogeneous PDE (A.6).
In the next, we will show the discontinuity of the function Mϕ and the continuity of

its normal derivative across Γ. Let w2(p) be the function satisfying the following bound-
ary value problem of the generalized biharmonic equation

A(Aw2)=0 in Ω,

n·σ∇w2 =0 on Γ,

w2= ϕ on Γ.

Applying the generalized Green second identity to G(q,p) and w2(p), we get

(Mw2)(p)−
∫

Γ

G(q,p)n·σ∇w2 dsq+(GAw2)(p)

=w̃2(p)≡











w2(p), p∈Ω,
1
2 w2(p), p∈Γ,

0, p∈Ωc.

(A.13)

Here, we extend w2(p) by zero to Ωc in the rectangle domain B and denote the extended
function by w̃2(p). By the selection of w2(p), the identity (A.13) can be simplified to be

(Mϕ)(p)+(GAw2)(p)= w̃2(p)=











w2(p), p∈Ω,
1
2 w2(p), p∈Γ,

0, p∈Ωc.

(A.14)

Note that the volume integral in (A.14), the integral of the product of the Green function
G and Aw2, is continuously differentiable in B, while the normal flux n·σ∇w̃2(p) of the
extended function w̃2(p) is continuous across Γ by the construction. From (A.14), we
see that double layer potential Mϕ has the same discontinuity as the extended function
w̃2(p) across Γ and the normal flux of the double layer potential has the same continuity
as the extended function w̃2(p). This implies both the first interface condition (A.7) and
the second interface condition (A.8) hold. Finally, by the construction of w2, the integral
identities (A.14) indicate (A.10)-(A.11).
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