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Abstract. In this paper, we revisit the Nested Stochastic Simulation Algorithm (NSSA)
for stochastic chemical reacting networks by first proving its strong convergence. We
then study a speed up of the algorithm by using the explicit Tau-Leaping method as
the Inner solver to approximate invariant measures of fast processes, for which strong
error estimates can also be obtained. Numerical experiments are presented to demon-
strate the validity of our analysis.
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1 Introduction

The stochastic simulation algorithm (SSA) by Gillespie [12, 13], which can be formulated
as an equation of jump diffusion processes [23], provides the world a benchmark for
the numerical simulation of intra-cellular biochemical networks, such as gene expression
and regulation. The algorithm is exact in the sense that the probability distribution of
particular realizations being simulated is the same as the solution of the chemical master
equation (CME) describing the process. The CME is a set of ordinary differential equa-
tions with enormously high dimension if the number of the states of the corresponding
network is large. Although SSA gives us a Monte Carlo approach to compute the CME, it
becomes less efficient when applied to the so called stiff systems, in which reaction chan-
nels and reacting species with two or more different time and concentration scales coex-
ist. There have been many approaches overcoming this difficulty, such as the celebrated
Tau-Leaping method [6, 14] and Nested Stochastic Simulation Algorithm (NSSA) [7, 8].

NSSA relies only on the disparity of the rates, and makes no a priori assumption on
the form of the slow and fast variables, nor upon the analytic form of the rate functions.
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The main idea is to capture the effective dynamics on the slow time scale by assuming the
fast processes to reach a quasi-equilibrium in a sufficiently short time. Weak convergence
of NSSA can be found in [8]. Strong convergence of NSSA is still open and this paper
tries to fill in the gap.

In this paper, we will further investigate the speed up of NSSA. One key component
of implementation is the approximation of the invariant measure of the fast process. Sev-
eral authors studied the ergodic approximation of a stationary distribution in the case of
Brownian diffusions, see [26,29,30] among others. Computation of the invariant measure
of stochastic differential equation driven by a Lévy process is investigated in [32], where
the intensity of the Lévy process, different from SSA, is independent of the state. In this
paper, we will adopt the Tau-Leaping method to sample the quasi-equilibrium of the fast
processes in NSSA, which will enable us to use larger time steps when concentrations of
reacting species in the fast reactions are high. Note that strong convergence analysis of
multiscale schemes for standard SDE is performed in [9, 24]. However, the extension in
this work is not trivial due to the necessity of establishment of invariant measure for fast
processes described by the τ-leaping method and the analysis of the associated generator
in the form of a difference operator.

In the following sections, we will first provide the notations for SSA, NSSA and Tau-
Leaping method. Then we will prove the strong convergence of NSSA, when either direct
SSA or Tau-Leaping method is used as the Inner solver for the fast processes. Finally,
numerical examples will be provided to test the error estimates.

2 Stochastic simulation algorithms

As a model taking into account of stochastic effects at the molecular level, SSA considers
an isothermal, spatially homogeneous mixture of chemically reacting network in a fixed
volume V. Suppose there are NS species of molecules, with MR reactions. Let xi ∈ N
denote the number of molecules of species Si. Then, each reaction Rj can be characterized
by a propensity function aj(x) where x = (x1,x2,··· ,xNS

) and a state change vector νj ∈

NNS . We write Rj = (aj,νj). Given state x, the probability that reaction Rj fires on an
infinitesimal time interval dt is independent from other reactions and is given by aj(x)dt.
The state of the network after the jth reaction is x+νj. aj(x) usually takes the form of
polynomials or rational functions in terms of x. From [23], SSA can be formulated as a
stochastic differential equation in the following form:

dXt =∑
j

∫ ∞

0
νjAj(q,Xt)P(dt,dq), (2.1)

where

Aj(q,Xt)=







1, q∈
( j−1

∑
i=1

ai(Xt),
j

∑
i=1

ai(Xt)
)

,

0, otherwise,

(2.2)
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and P(dt,dq) is the Poisson random measure with Lebesgue intensity.
Numerically, SSA constructs realizations of the time evolution of the state vector xt.

Assume that the current time is t=tn, and the state of the system is at x=Xn. One version
of SSA called the Direct Method performs the following steps:

1. Let a0(x)=∑j aj(x). Generate independent random numbers r1 and r2 with uniform distribution

on the unit interval [0,1]. Let

δt=
1

a0(x)
ln

(
1

r1

)

,

and k be the positive integer such that

k−1

∑
j=1

aj(x)< r2a0(x)≤
k

∑
j=1

aj(x). (2.3)

2. Update time and state of the system by

tn+1= tn+δt, Xn+1=Xn+νk.

Goto Step 1, unless a certain stopping criterion is met.

Nested SSA (NSSA) deals with the situation when the system has two or more dis-
parate time scales due to separation in the magnitudes of reaction rates. Assume the rate
functions of a chemical reaction network R=(a,ν) have the following form

Rs(x)=(as(x),νs), R f (x)=

(
1

ǫ
a f (x),ν f

)

, (2.4)

where ǫ ≪ 1 measures the time scale separation. To overcome the numerical stiffness,
NSSA uses two SSA solvers with one nested in the other:

1. Inner SSA. Run M-independent replicas of SSA with the fast reactions R f =( 1
ǫ a f , ν f ) only, for

a time interval of [T0,T0+Tf ]. During this calculation, compute the modified slow rates with

ãs
j =

1

M

M

∑
i=1

1

Tf

∫ T0+Tf

T0

as
j (Xi

τ)dτ, (2.5)

where Xi
τ is the ith replica of the fast process with initial value Xi

τ=0=Xn.

2. Outer SSA. Run one step of SSA for the modified slow reactions (Rs(ãs,νs)) to generate
(tn+1,Xn+1) from (tn,Xn) unless a certain criterion is satisfied.

Generalizations to systems with more than two time scales can be found in [8]. The
justification of the Nested SSA is that, viewed as a singular perturbation problem, the
slow-fast chemical reacting network can be proved [8] to have the effective dynamics on
the slow time scale up to order O(ǫ) in the following form:

R̄=(ās(z),νs), (2.6)
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where z is the effective slow variables defined to be linearly independent functions con-
served in the fast reactions and

ās
j (z)= 〈as

j (x)〉z ≡ ∑
x∈X

as
j (x)µz(x), (2.7)

with µz(x) being the quasi-equilibrium distribution of the fast reactions. But the pertur-
bation method essentially gives only the weak convergence of the effective dynamics. In
Section 3, we will investigate the strong convergence of NSSA.

Another important issue needs to be addressed on Nested SSA is the efficient eval-
uation of slow reaction rates ās

j , which takes the averaged form of (2.7). In the original

NSSA, it is approximated with direct simulation of the fast processes and a time-ensemble
average of the result. However, the algorithm will be very time consuming if the involved
reacting species are in high concentration, which will entail a very small time step for di-
rect SSA. Here we consider using the Tau-Leaping method to speed up the Inner loop of
NSSA. The Tau-leaping method, proposed by Gillespie [14] for simulating stiff chemical
networks, greatly improves the efficiency of simulation at the expense of sacrificing an
affordable accuracy. The explicit Tau-Leaping algorithm can be formulated as the follow-
ing [6]. Suppose x =Xn is the current state at time t. Then for a time step of τ > 0, the
state at t+τ is given by

Xn+1= x+
MR

∑
j=1

νjPj(aj(x),τ),

where Pj(aj(x),τ), j=1,···MR are independent Poisson random variables with mean and
variance aj(x)τ. We will study of effect of using Tau-Leaping method as the Inner solver
in NSSA. In Section 4, we will give the strong convergence of the modified scheme.

To proceed, we first reformulate the equation for the multiscale stochastic dynamics
to facilitate our proof. Some similar techniques and results used in this section can be
found in [3, 9, 24]. Let Ms be the number of slow reactions and M f be the number of fast
reactions such that MR =Ms+M f . If a function b(x) does not change over fast reactions,

i.e. for any x and any state change vector ν
f
j , we have

b(x+ν
f
j )=b(x),

then we define b(x) as a slow observable [8]. Clearly, for a constant vector b∈RNs , linear
function b(x)=b·x is a slow variable if and only if

b·ν
f
j =0, j=1,··· ,M f .

Hence, the complementary orthogonal subspace of {ν
f
j } forms a linear subspace of slow

observables. Let b1,b2,··· ,bJ be a set of basis vectors of this subspace, then we can define
the state exchange vectors associated with the slow variables as

νb
j =(b1 ·ν

s
j , ··· , bJ ·ν

s
j ), j=1,··· ,Ms.
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Now with the transformation






Zǫ
t =(b1 ·Xt, ··· , bJ ·Xt),

Yǫ
t =(ν

f
1 ·Xt, ··· , ν

f
M f

·Xt),

Eq. (2.1) when time scale separation (2.4) happens can be decomposed into







dZǫ
t =

Ms

∑
j=1

∫ ∞

0
νb

j As
j (q,Zǫ

t ,Yǫ
t )P(dt,dq),

dYǫ
t =

1

ǫ

M f

∑
j=1

∫ ∞

0
ν

f f
j A

f
j (q,Zǫ

t ,Yǫ
t )P(dt,dq)+

Ms

∑
j=1

∫ ∞

0
ν

s f
j As

j (q,Zǫ
t ,Yǫ

t )P(dt,dq),

(2.8)

with

ν
f f
j =(ν

f
1 ·ν

f
j ,··· ,ν

f
M f

·ν
f
j ), j=1,··· ,M f ,

ν
s f
j =(ν

f
1 ·ν

s
j ,··· ,ν

f
M f

·νs
j ), j=1,··· ,Ms.

and

As
j (q,Zǫ

t ,Yǫ
t )=







1, q∈
( j−1

∑
i=1

as
i (Z

ǫ
t ,Yǫ

t ),
j

∑
i=1

as
i (Z

ǫ
t ,Yǫ

t )
)

,

0, otherwise;

A
f
j (q,Zǫ

t ,Yǫ
t )=







1, q∈
( j−1

∑
i=1

a
f
i (Z

ǫ
t ,Yǫ

t ),
j

∑
i=1

a
f
i (Z

ǫ
t ,Yǫ

t )
)

,

0, otherwise.

Throughout the paper, we impose three assumptions for our process.

Assumption 1: There exist α,β>0 such that

2
(

y,∑
j

ν
f f
j a

f
j (z,y)

)

+∑
j

|ν
f f
j |2a

f
j (z,y)≤α−β(|z|2+|y|2).

Assumption 2: For any y1,y2∈RM f ,z∈RJ , there exists γ sufficiently large such that

2(y1−y2)·
M f

∑
j=1

ν
f f
j

[
a

f
j (z,y1)−a

f
j (z,y2)

]

+
M f

∑
j=1

|ν
f f
j |2

(
a

f
j (z,y1)−a

f
j (z,y2)

)
≤−γ|y1−y2|

2.
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Assumption 3. There exists θ>0 such that

2
(

z,
Ms

∑
j=1

νs
j ab

j (z,y)
)

+
Ms

∑
j=1

|νb
j |

2as
j (z,y)≤ θ(|z|2+|y|2).

Assumption 1 is a mean-reverting condition which means that the fast process moves
inward on average if it is sufficiently far from the origin. Assumption 2 is a dissipative
condition on the fast dynamics, which enables us to employ some coupling techniques.
Assumption 3 is on slow process, which guarantees that the slow process is regular, i.e.
it does not explode in finite time w.p.1. by choosing Lyapunov function V(z)= |z|2.

3 Strong convergence of nested SSA

We start this section by proving the existence of invariant measure for fast processes
under Assumptions 1-2.

3.1 Existence of invariant measure

Note that the explicit form of the invariant measure µ for the fast process is not known in
most circumstances. Hence, we approximate

ās
j (z)=

∫

as
j (z,y)µz(dy)

by the ensemble averaging ãs
j . If the slow process Zǫ

t is fixed as a constant vector z, then

for any φ∈C(RM f ), we can define

(Ptφ)(ξ)=Ez,ǫ[φ(Yt)|Y0= ξ],

where Yt is the solution of the fast equation with (z,ǫ) fixed as parameters:

dYt =
1

ǫ

M f

∑
j=1

∫ ∞

0
ν

f f
j A

f
j (q,z,Yt)P(dt,dq)+

Ms

∑
j=1

∫ ∞

0
ν

s f
j As

j (q,z,Yt)P(dt,dq).

It is clear that the process {Yt} is Markovian and has càdlàg (right continuous with left
limits) trajectories. In this subsection, we will prove that for each z, Yt has an invariant
measure µǫ

z under our assumptions. For the rest of this section, we denote the stochastic
process {Yt} with initial condition ξ by {Yt(ξ)}.

Lemma 3.1. Assume Assumptions 1-2 for the process {Yt}. Then, {Yt} is tight and the operator
Pt has Feller property, i.e. if φ∈Cb(R

M f ), then Ptφ∈Cb(R
M f ), where Cb(R

M f ) is the space of
continuous bounded functions on RM f .
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Proof. Let V(Yt)= |Yt|2 be a Lyapunov function and L be the infinitesimal generator for
the fast process,

LV(Yt)=
2

ǫ
E

(

∑
j

ν
f f
j a

f
j (z,Yt),Yt

)

+E
1

ǫ ∑
j

|ν
f f
j |2Ea

f
j (z,Yt)

+E

(

∑
j

ν
s f
j a

f
j (z,Yt),Yt

)

+∑
j

|ν
s f
j |2Ea

f
j (z,Yt)

≤
1

ǫ

[
α−βE(|z|2+|Yt|

2)+O(ǫ)
]
,

which implies [9],

sup
t

E|Yt|
2≤α, t∈ [T0,T0+Tf ]. (3.1)

From the well-known Markov inequality, for each R>0, there is a KR>0 satisfying KR>√

(1/R) such that

P(|Yt|>R)≤

sup
T0≤t≤T0+Tf

E|Yt|2

K2
R

≤
α

R
.

Therefore, {Yt} is tight.

Let ã
f
j be a functional that keeps a

f
j on the ball B(0,R). Denote YT,R(ξ) be the solution

to the second equation of (2.8) with a
f
j replaced by ã

f
j . Then for ξ,ξn ∈B(0,R),

P(|YT0+Tf
(ξ)−YT0+Tf

(ξn)|>δ)

=P

(

|YT0+Tf
(ξ)−YT0+Tf

(ξn)|>δ, sup
T0≤s≤T0+Tf

|Ys(ξ)|∧|Ys(ξn)|≤R

)

+P

(

|YT0+Tf
(ξ)−YT0+Tf

(ξn)|>δ, sup
T0≤s≤T0+Tf

|Ys(ξ)|∧|Ys(ξn)|≥R

)

≤
α

R
+P

(

|YT0+Tf ,R(ξ)−YT0+Tf ,R(ξn)|>δ, sup
T0≤s≤T0+Tf

|Ys,R(ξ)|∧|Ys,R(ξn)|≤R

)

≤
α

R
+

1

δ2
E|YT0+Tf ,R(ξ)−YT0+Tf ,R(ξn)|

2.

Hence, by applying the Ito formula and Assumption 2,

E|YT0+Tf ,R(ξ)−YT0+Tf ,R(ξn)|
2

≤E|ξ−ξn |
2+E

1

ǫ

∫ T0+Tf

T0

∑
j

|ν
f f
j |2

[
a

f
j (z,Yt,R(ξ))−a

f
j (z,Yt,R(ξn))

]
dt
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+
2

ǫ
E

∫ T0+Tf

T0

(

Yt,R(ξ)−Yt,R(ξn),∑
j

ν
f f
j

(
a

f
j (z,Yt,R(ξ))−a

f
j (z,Yt,R(ξn))

)
)

dt

+E

∫ T0+Tf

T0

∑
j

|ν
s f
j |2

[
a

f
j (z,Yt,Rz(ξ))−a

f
j (z,Yt,R(ξn))

]
dt

+E

∫ T0+Tf

T0

(

Yt,R(ξ)−Yt,R(ξn),∑
j

ν
s f
j

(
a

f
j (z,Yt,R(ξ))−a

f
j (z,Yt,R(ξn))

)
)

dt

≤E|ξ−ξn |
2−

β

ǫ

∫ T0+Tf

T0

E|Yt,R(ξ)−Yt,R(ǫ)|
2dt,

≤E|ξ−ξn |
2,

where the O(1) terms are absorbed into the O(ǫ−1) terms. Therefore, we obtain

P(|YT0+Tf
(ξ)−YT0+Tf

(ξn)|≥δ)≤
α

R
+

E|ξ−ξn |2

δ2
. (3.2)

We want to show that (PT0+Tf
φ)(ξn)→ (PT0+Tf

φ)(ξ)). It is equivalent to show that from

any subsequence of {ξn}, we can choose sub-subsequence {ξ
′

n}, such that (PT0+Tf
φ)(ξ

′

n)→

(PT0+Tf
φ)(ξ)). Since φ is continuous and bounded, we only need to show YT0+Tf

(ξ
′

n)→

YT0+Tf
(ξ) almost surely by the dominant convergence theorem. Therefore, we need to

show YT0+Tf
(ξn)→ YT0+Tf

(ξ) in probability, which is obvious from (3.2). By diagonal

process, we can obtain such sub-sub sequence YT0+Tf
(ξ′).

Finally, By the Krylov-Bogoliubov theorem (see Theorem 3.1.1 and its corollary of
[34]), we conclude that there exists an invariant measure µǫ

z of the fast process {Yt} such
that

lim
t→∞

Eφ(Yt)=
∫

φ(y)dµǫ
z(y),

for any function φ(y) with polynomial growth at infinity.

Hence, it is valid for us to define

ās,ǫ
j (z)=

∫

as
j (z,y)µǫ

z(dy),

and

ās
j (z)= lim

ǫ→0
ās,ǫ

j (z).

Furthermore, under Assumptions 1-2, the process Yǫ
t is exponentially mixing [27], i.e. for

every functional f with polynomial growth at infinity and T>0, there exists a C such that

∣
∣
∣
∣

∫

f (y)dµǫ
z(y)−Ez f (Yǫ

T)

∣
∣
∣
∣
≤Ce−λT,
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where λ is a positive constant. The smoothness of ās,ǫ
j (z) follows the smoothness of the

coefficients as(z,y) and the exponential mixing. Therefore the effective system for (2.8)
can be written as

dZ̄t=∑
j

∫ ∞

0
νb

j Ās
j (q,Z̄t)P(dt,dq), (3.3)

where

Ās
j (q,Z̄t)=







1, q∈
( j−1

∑
i=1

ās
i (Z̄t),

j

∑
i=1

ās
i (Z̄t)

)

,

0, otherwise.

3.2 Strong convergence of slow process

In this subsection, we will derive a strong convergence theorem for the slow process of
NSSA.

Lemma 3.2. For any T>0, and initial value x, there exists C>0 such that,

E|ãs
j (x)− ās

j (x)|≤C

(

ǫ+
e−αT0/ǫ

(1+Tf /ǫ)
+

1
√

M(1+Tf /ǫ)

)

,

where M,T0,Tf are defined in our algorithm.

Proof. We follow the lines of proof in [8]. Since the state space is finite almost surely, it
is easy to show that the fast process is ϕ-irreducible and satisfies the stability condition
in [27]. Hence, for any test function g, there exists positive constants C and σ such that

sup
x∈X

∣
∣
∣
∣
eL̃tg(x)−∑

y

g(y)µb·x(y)

∣
∣
∣
∣
≤Ce−σt, (3.4)

where X∈RNs is the state space, b is the vector which defines the slow process, and L̃/ǫ

is the infinitesimal generator for the fast process given by

L̃V(y)=
M f

∑
j=1

a
f
j (z,y)

(
V(y+ν

f f
j )−V(y)

)
+ǫ

Ms

∑
j=1

as
j (z,y)

(
V(y+ν

s f
j )−V(y)

)
.

We have

|Eãs
j (x)− ās

j (x)|2=
1

M2
E

∣
∣
∣
∣

1

Tf
∑

k

∫ T0+Tf

T0

(as
j (X

k
t )− ās

j (x))dt

∣
∣
∣
∣

2

=
1

T2
f M2 ∑

k

E

∣
∣
∣
∣

∫ T0+Tf

T0

(as
j (X

k
t )− ãs

j (x))dt

∣
∣
∣
∣

2

+
1

T2
f M2 ∑

k 6=l

E

∫ T0+Tf

T0

(as
j (X

k
t )− ās

j (x))dt·
∫ T0+Tf

T0

(as
j (X

l
t)− ãs

j (x))dt

=: I1+ I2,
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where E denotes conditional expectation on Xk
t=0= x. Applying (3.4), we have

I1=
2

T2
f M2 ∑

k

(

E

∫ T0+Tf

T0

(as
j (X

k
t )− ās

j (x))·EXk
t

∫ T0+Tf

t
(as

j (X
k
τ)− ās

j (x))dτdt

)

≤
2

T2
f M2 ∑

k

Ex

∫ T0+Tf

T0

|as
j (X

k
t )− ās

j (x)|
∫ T0+Tf

T0

R|as
j |e

−σ(τ−t)/ǫdτdt

≤
4R|as

j |
2(e−σTf /ǫ−1+σTf /ǫ)

M(σTf /ǫ)2

≤
C

M(1+Tf /ǫ)
,

whereas,

I2≤
1

T2
f M2 ∑

k 6=l

E

∫ T0+Tf

T0

(as
j (X

k
t )− ās

j (x))dt
∫ T0+Tf

T0

(as
j (X

l
t)− ās

j (x))dt

≤
1

T2
f

∣
∣
∣
∣
E

∫ T0+Tf

T0

(as
j (X

k
t )− ās

j (x))dt

∣
∣
∣
∣

2

≤
R2|as

j |
2e−2σT0/ǫ(1−e−σTf /ǫ)2

(σTf /ǫ)2

≤
Ce−2σT0/ǫ

(1+Tf /ǫ)2
.

Therefore,

E|ãs
j (x)− ās

j (x)|≤C

(

ǫ+
e−σT0/ǫ

1+Tf /ǫ
+

1
√

M(1+Tf /ǫ)

)

.

The proof is complete.

Proposition 3.1. Assume Assumptions 1-3. Then for any T > 0, the following equation
holds for a constant C>0 independent of ǫ

sup
0≤t≤T

E|Zǫ
t −Z̄t|

2≤Cǫ, (3.5)

where Z̄t is defined in (3.3).

Proof. First, we partition the interval [0,T] into subintervals of the same length δ=ǫ. Then,
we construct an auxiliary processes (Z̃ǫ

t ,Ỹǫ
t ) such that for t in each subinterval [tn,tn+1),







dZ̃ǫ
t =∑

j

∫ ∞

0
νs

j As
j (q,Zǫ

tn
,Ỹǫ

t )P(dt,dq), Z̃ǫ
0 = z,

dỸǫ
t =

1

ǫ
∑
j

∫ ∞

0
ν

f f
j A

f
j (q,Zǫ

tn
,Ỹǫ

t )P(dt,dq)+∑
j

∫ ∞

0
ν

s f
j As

j(q,Zǫ
tn

,Ỹǫ
t )P(dt,dq),

Ỹǫ
tn
=Yǫ

tn
.
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Therefore, by the Ito formula for jump-diffusion [4, 31],

dE|Yǫ
t −Ỹǫ

t |
2=

2

ǫ
E(Yǫ

t −Ỹǫ
t )·∑

j

ν
f f
j (a

f
j (Z

ǫ
t ,Yǫ

t )−a
f
j (Z

ǫ
tn

,Ỹǫ
t ))dt

+
1

ǫ
E∑

j

|ν
f f
j |2(a

f
j (Z

ǫ
t ,Yǫ

t )dt−a
f
j (Z

ǫ
tn

,Ỹǫ
t )dt)

+E∑
j

|ν
s f
j |2(a

f
j (Z

ǫ
t ,Yǫ

t )dt−a
f
j (Z

ǫ
tn

,Ỹǫ
t )dt)

+E(Yǫ
t −Ỹǫ

t )·∑
j

ν
s f
j (a

f
j (Z

ǫ
t ,Yǫ

t )−a
f
j (Z

ǫ
tn

,Ỹǫ
t ))dt.

Noting that the first two terms are dominant and absorb the last two terms, we have

dE|Yǫ
t −Ỹǫ

t |
2≤

2

ǫ
E(Yǫ

t −Ỹǫ
t )·∑

j

ν
f f
j (a

f
j (Z

ǫ
t ,Yǫ

t )dt−a
f
j (Z

ǫ
t ,Ỹǫ

t )dt)

+
2

ǫ
E(Yǫ

t −Ỹǫ
t )·∑

j

ν
f f
j (a

f
j (Z

ǫ
t ,Ỹǫ

t )dt−a
f
j (Z

ǫ
tn

,Ỹǫ
t )dt)

+
1

ǫ
E∑

j

|ν
f f
j |2(a

f
j (Z

ǫ
t ,Yǫ

t )dt−a
f
j (Z

ǫ
t ,Ỹǫ

t )dt)

+
1

ǫ
E∑

j

|ν
f f
j |2(a

f
j (Z

ǫ
t ,Ỹǫ

t )dt−a
f
j (Z

ǫ
tn

,Ỹǫ
t )dt)

≤

2∑
j
|ν

f f
j |Lj+|ν

f f
j |2Lj

ǫ
·E

(

|Yǫ
t −Ỹǫ

t ||Z
ǫ
t −Zǫ

tn
|+|Zǫ

t −Zǫ
tn
|
)

−
γ

ǫ
E|Yǫ

t −Ỹǫ
t |

2.

By virtue of the Young’s inequality,

|Yǫ
t −Ỹǫ

t ||Z
ǫ
t −Zǫ

tn
|+|Zǫ

t −Zǫ
tn
|

≤
γ

2C′
|Yǫ

t −Ỹǫ
t |

2+
C′

2γ
|Zǫ

t −Zǫ
tn
|2+|Zǫ

t −Zǫ
tn
|,

where C′=2∑j |ν
f f
j |Lj+|ν

f f
j |2Lj and Lj is the Lipschitz constant for as

j [23]. It exists w.p.1

because of the fact that as
j (Z

ǫ
t ,Yǫ

t ) is a polynomial of both Zǫ
t and Yǫ

t and that Zǫ
t and

Yǫ
t are bounded w.p.1. Hence, for t ∈ [tn,tn+1), there exists one jump on (tn,tn+1) with

probability of order δ,

E|Zǫ
t −Zǫ

tn
|2≤Cδ, E|Zǫ

t −Zǫ
tn
|≤Cδ.

Therefore,

dE|Yǫ
t −Ỹǫ

t |
2≤

(
C′2

2γǫ
+

C′

ǫ

)

Cδ−
γ

2ǫ
dE|Yǫ

t −Ỹǫ
t |

2.
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The Gronwall inequality implies

E|Yǫ
t −Ỹǫ

t |
2≤Cδ. (3.6)

Next, we move to the estimation of macro time scales. Since

Zǫ
t −Z̃ǫ

t =∑
j

νj

∫ t

0

∫ ∞

0
(Aj(q,Zǫ

t ,Yǫ
t )−Aj(q,Zǫ

tn
,Ỹǫ

t ))P(dt,dq),

by Ito formula for jump SDE again,

dE|Zǫ
t −Z̃ǫ

t |
2=2E

(

(Zǫ
t −Z̃ǫ

t )·∑
j

νb
j [a

s
j (Z

ǫ
t ,Yǫ

t )−as
j (Z

ǫ
tn

,Ỹǫ
t )]dt

)

+E∑
j

|νb
j |

2[as
j (Z

ǫ
t ,Yǫ

t )−as
j (Z

ǫ
tn

,Ỹǫ
t )]dt

≤2E∑
j

|νb
j |Lj|Z

ǫ
t −X̃ǫ

t ||Z
ǫ
t −Zǫ

tn
|dt

+2E∑
j

|νb
j |Lj|X

ǫ
t −Z̃ǫ

t ||Y
ǫ
t −Ỹǫ

t |dt

+E∑
j

|νb
j |

2Lj[|Z
ǫ
t −Zǫ

tn
|+|Yǫ

t −Ỹǫ
t |]dt

≤E∑
j

|νb
j |Lj

[

|Zǫ
t −Z̃ǫ

t |
2+|Zǫ

t −Zǫ
tn
|2
]

dt

+E∑
j

|νb
j |Lj

[

|Zǫ
t −Z̃ǫ

t |
2+|Yǫ

t −Ỹǫ
t |

2
]

dt

+E∑
j

|νb
j |

2Lj

[

|Zǫ
t −Zǫ

tn
|2+|Yǫ

t −Ỹǫ
t |

2
]

dt.

≤

(

Cδ+2E∑
j

|νb
j |Lj|Z

ǫ
t −Z̃ǫ

t |
2

)

dt.

Here, we use the fact [23] that either

|Zǫ
t −Zǫ

tn
|=0 or |Zǫ

t −Zǫ
tn
|≥1,

|Yǫ
t −Ỹǫ

t |=0 or |Yǫ
t −Ỹǫ

t |≥1,

which implies

E|Zǫ
t −Zǫ

tn
|≤E|Zǫ

t −Zǫ
tn
|2, E|Yǫ

t −Ỹǫ
t |≤E|Yǫ

t −Ỹǫ
t |

2.

By the Gronwall inequality,

E|Zǫ
t −Z̃ǫ

t |
2≤Cǫ. (3.7)
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Next, we focus on the estimation of E|Z̃ǫ
t −Z̄t|. By the exponential mixing property of

the fast process (3.4), see also [7] and the invariant measure µǫ
z is finite, we have

E

∣
∣
∣
∣

∫ tn+1

tn

(as
j (Z

ǫ
tn

,Ỹǫ
t )− ās

j (Z̄tn))dt

∣
∣
∣
∣

≤E

∣
∣
∣
∣

∫ tn+1

tn

(as
j (Z

ǫ
tn

,Ỹǫ
t )− ās,ǫ

j (Zǫ
tn
))dt

∣
∣
∣
∣
+E|ās,ǫ

j (Zǫ
tn
)− ās

j (Z
ǫ
tn
)|δ

≤CǫE(|Zǫ
tn
|2+1)

≤Cǫ. (3.8)

Thus, from Ito formula for jump SDE,

E|Z̃ǫ
t −Z̄t|

2=
∫ t

0
E(Z̃ǫ

t −Z̄t, ∑
j

νb
j (a

s
j (Z

ǫ
tn

,Ỹǫ
t )dt− ās

j (Z̄t))dt)

+
∫ t

0
∑

j

|νb
j |

2
E(as

j (Z
ǫ
tn

,Ỹǫ
t )dt− ās

j (Z̄t)dt)

=
n

∑
i=0

∫ ti+1

ti

E(Z̃ǫ
t −Z̄t,∑

j

νb
j (a

s
j (Z

ǫ
ti

,Ỹǫ
t )dt− ās

j (Z̄t))dt)

+∑
j

|νb
j |

2
E(as

j (Z
ǫ
ti

,Ỹǫ
t )dt− ās

j (Z̄t)dt)

=
n

∑
i=0

∫ ti+1

ti

E(Z̃ǫ
t −Z̄t,∑

j

νb
j (a

s
j (Z

ǫ
ti

,Ỹǫ
t )− ās

j (Z
ǫ
ti
)))

+E(Z̃ǫ
t −Z̄t,∑

j

νb
j (ā

s
j (Z

ǫ
ti
)− ās

j (Z̃
ǫ
t ))

+E(Z̃ǫ
t −Z̄t,∑

j

νb
j (ā

s
j (Z̃

ǫ
t )− ās

j (Z̄t))dt

+
n

∑
i=0

∫ ti+1

ti

∑
j

|ν̄b
j |

2
E(as

j (Z
ǫ
ti

,Ỹǫ
t )− ās

j (Z
ǫ
ti
))dt

+
n

∑
i=0

∫ ti+1

ti

E∑
j

|ν̄b
j |

2(ās
j (Z

ǫ
ti
)− ās

j (Z̃
ǫ
t ))dt

+
n

∑
i=0

∫ ti+1

ti

E∑
j

|ν̄b
j |

2(ās
j (Z̃

ǫ
t )− ās

j (Z̄t))dt

:=
6

∑
i=1

Ii.

Now let us estimate these six terms one by one.
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Using the elementary inequality (a,b)≤ |a|2

2 + |b|2

2 , the smoothness of ās
j and (3.8),

I1≤
1

2

∫ t

0
E|Z̃ǫ

s −Z̄s|
2ds+

1

2

n

∑
i=0

∫ ti+1

ti

E|∑
j

νb
j (a

s
j (Z

ǫ
t ,Ỹǫ

t )− ās
j (Z̄

ǫ
ti
)|2dt

≤
1

2

∫ t

0
E|Z̃ǫ

s −Z̄s|
2ds+

T

2 ∑
j

|νb
j |

2Cǫ,

I2≤
1

2

∫ t

0
E|Z̃ǫ

s −Z̄s|
2ds+

T

2 ∑
j

|νb
j |

2L2
j Cδ2,

I3≤
∫ t

0
(

1

2
+∑

j

|νb
j |

2Lj)E|Z̃ǫ
s −Z̄s|

2ds,

I4≤
T

2 ∑
j

|νb
j |

2Cǫ,

I5≤
T

2 ∑
j

|νb
j |

2LjCδ,

I6≤
∫ t

0
∑

j

|νb
j |

2LjE|Z̃ǫ
s −Z̄s|

2ds.

Combining all estimates above and applying the Gronwall inequality, we conclude

E|Z̃ǫ
t −Z̄t|

2≤Cǫ. (3.9)

Since E|Zǫ
t −Z̄t|2≤2E|Zǫ

t −Z̃ǫ
t |

2+2E|Z̃ǫ
t −Z̄t|2, combining (3.7) and (3.9), we arrive at (3.5).

This completes the proof.

Let Xn be the output of our algorithm NSSA. Define Zn = (b1 ·Xn,··· ,bJ ·Xn). The
following theorem gives the strong convergence of the Nested SSA.

Theorem 3.1. For any T>0, let Zǫ
t be the macro-scale solution to (2.8) and Zn be the macro-scale

process yielded by NSSA at tn. Then,

E|Zǫ
tn
−Zn|

2≤C

(

ǫ+
e−αT0/ǫ

1+Tf /ǫ
+

1
√

M(1+Tf /ǫ)

)

,

where tn are jump time points of the process.

Proof. It is clear that

E|Zǫ
t −Zt|

2≤2E|Zǫ
t −Z̄t|

2+2E|Z̄t−Zt|
2,

where Zt=Zn for t∈ [tn ,tn+1). The first term in the right hand side is estimated by Propo-
sition 3.1. Hence, we only need to estimate the second term. The difference between (3.3)
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and our algorithm lies in the difference of intensities of slow process, which are ās
j and ãs

j ,

respectively. Moreover, the difference of these two intensities is estimated in Lemma 3.2
since initial values of associated processes are chosen the same. By the same technique
used in the preceding proposition,

E|Zn−Z̄tn |
2

=
n−1

∑
i=0

∫ ti+1

ti

E(Zi−Z̄ti
,∑

j

νb
j (ã

s
j − ās

j )dt)

+
n−1

∑
i=0

∫ ti+1

ti

E∑
j

|νb
j |

2∑
j

(ãs
j − ās

j )dt

:=J1+ J2,

where

J1≤
n−1

∑
i=0

∫ ti+1

ti

1

2
E|Zi−Z̄ti

|2dt+
TMs

2 ∑
j

|νb
j |

2
E|ãs

j − ās
j |

2,

J2≤
T

2 ∑
j

|νb
j |

2
E|ãs

j − ās
j |.

Lemma 3.2 and the discrete Gronwall’s inequality yield the result.

4 Tau-leaping approximation for invariant measure

When the reacting spices for the fast reactions are in high concentrations, direct SSA
simulations for the inner loop will require very small time steps therefore become very
inefficient. We want to use the Tau-Leaping method to circumvent this difficulty. In this
section, we will give the strong convergence of NSSA when the Tau-Leaping method
with step size τ is adopted as the Inner solver. For simplicity of analysis, we choose the
number of replicas M=1 in the algorithm. At each slow time step of NSSA, denote by Xn

the state of the system and the fast process produced by our modified NSSA by Yjτ. Our
modified algorithm reads as follows.

1. Inner SSA Run tau-leaping method with the fast reactions R f = ( 1
ǫ a f , ν f ) only, for a time

interval of [T0,T0+Tf ].

Xn,i+1=Xn,i+

M f

∑
j=1

ν
f
j Pj(a

f
j (Xn,i),τ), Xn,0=Xn, i=0,··· ,N, (4.1)

where N ·τ=Tf . During this calculation, compute the modified slow rates ãs,′
j = 1

N ∑
N
i=1 as

j (Xn,i).
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2. Outer SSA Run one step of SSA for the modified slow reactions (Rs(ãs,′,νs)) to generate
(tn+1, Xn+1) from (tn,Xn) unless a certain criterion is satisfied. Specifically,

tn+1= tn+δt, Xn+1=Xn+νk,

where k is chosen based upon the criterion (2.3) associated with the computed slow rates.

Under the transformation

Zn =(b1 ·Xn,··· ,bJ ·Xn), Yn =(ν
f
1 ·Xn,··· ,ν

f
M f

·Xn),

the tau-leaping scheme for the fast process reads as

Yn,i+1=Yn,i+
M f

∑
j=1

ν
f
j Pj(a

f
j (Zn,Yn,i),τ), Yn,0=Yn.

Based upon Yn,i, we compute the modified slow rates ãs,′
j = 1

N ∑
N−1
i=0 as

j (Zn,Yn,i). The effec-

tive dynamics in outer SSA is then specified as Zn+1=Zn+νs
k under (Rs(ãs,′,νs)).

Evidently, our inner solver is the time-averaging for the stationary measure via tau-
leaping method. For any bounded functional φ and any macro-process state Zn, we need
to estimate

∣
∣
∣
∣

∫

φ(y)dµZn (y)−E
1

N

N

∑
i=1

φ(Yn,i)

∣
∣
∣
∣
.

Following the idea of [25], we define the stationary average of φ : RM f →R by

φ̄ǫ=
∫

R
M f

φ(y)µǫ
Zn
(dy), φ̄=

∫

R
M f

φ(y)µZn(dy).

Let u and uǫ solve
Lu=φ−φ̄, (4.2)

and
Luǫ =φ−φ̄ǫ, (4.3)

respectively, where

LV(y)=
1

ǫ

M f

∑
j=1

a
f
j (Zn,y)

(
V(y+ν

f f
j )−V(y)

)
+

Ms

∑
j=1

as
j (Zn,y)

(
V(y+ν

s f
j )−V(y)

)
,

is the generator of the fast process. Notice that both Eq. (4.3) and Eq. (4.2) are finite-
difference equations.

Next, we prove that the solution is bounded if the right-hand side satisfies some cer-
tain conditions. To this end, we introduce some preliminaries on difference equations.
Consider a homogeneous difference system

U(k+1)=AU(k), (4.4)
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where U is a vector, A is a nonsingular matrix. The general solution can be written as
U(k)=Akη, where η is an arbitrary constant vector [2]. For the inhomogeneous system

U(k+1)=AU(k)+G(k,U(k)), (4.5)

we have the following result

Lemma 4.1. ([2, Theorem 5.3.2]) Assume (1): G satisfies the condition ‖G(k,U)‖≤ h(k)‖U‖
with h(k) a nonnegative function; (2): Solution of (4.4) are uniformly bounded. Then all solution
of (4.5) are bounded.

We now proceed to explore (4.2).

Lemma 4.2. Let φ be a bounded function. Then there exists a unique bounded solution u to (4.2).
Furthermore,

{

u(y+ν
f f
j )−u(y)=O(ǫ), j=1,··· ,M f ;

u(y+ν
s f
j )−u(y)=O(1), j=M f +1,··· ,M f +Ms.

(4.6)

Proof. We rewrite (4.2) in a compact form

1

ǫ

M f

∑
j=1

a
f
j (Zn,y)ũ(j)+

Ms

∑
j=1

as
j (Zn,y)ũ(j)+a0(Zn,y)ũ(0)= φ̃(y), (4.7)

where φ̃(y)=φ−φ̄ǫ, and ũ(k)=u(y+νk), k=0,··· ,M f +Ms, and

a0(Zn,y)=−
1

ǫ

M f

∑
j=1

a
f
j (Zn,y)−

Ms

∑
j=1

as
j (Zn,y).

Then, it is clear that (4.7) is a difference equation with order M f+Ms+1. From Theorem 2
of [28, p. 134], there exists one and only one solution to (4.7). Next, we prove this solution
is bounded. Denote Ui= ũ(i), i=1,··· ,M f +Ms and

A=








0 1 0 ··· 0
0 0 1 ··· 0
··· ··· ···

−
a

f
1 (Zn,y)

a0(Zn,y) −
a

f
2 (Zn,y)

a0(Zn,y) ··· ··· −
aMs−1(Zn,y)

a0(Zn,y)








, G=

[

0,0,··· ,φ̃(y)/a0(Zn,y)

]T

.

We obtain

U(k+1)=AU(k)+G. (4.8)

The Gerschgorin theorem implies that the modulus of all eigenvalues of A are less than
or equal to 1. Therefore, ‖Ak‖ is uniformly bounded, which implies the solution of U(k+
1) = AU(k) is uniformly bounded. Clearly, G satisfies Assumption (1) in Lemma 4.1.
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Hence, by the lemma, every ũ(k) is bounded. Since ǫ is arbitrary, by equating both sides
of

1

ǫ

M f

∑
j=1

a
f
j (Zn,y)(u(y+ν

f
j )−u(y))+

Ms

∑
j=1

as
j (Zn,y)(u(y+νs

j )−u(y))= φ̃(y) (4.9)

on ǫ, (4.6) follows. Similarly, the solution of (4.3) has the same property.

We return to our own system. Applying the Ito formula for jump SDE,

u(Yǫ
t )−u(y)=

∫ t

0
Lu(s)ds+

∫ t

0

∫ ∞

0
[u(Yǫ

s +
1

ǫ

M f

∑
j=1

ν
f f
j Aj(q,Zǫ

s ,Yǫ
s )

+
Ms

∑
j=1

ν
s f
j Aj(q,Zǫ

s ,Yǫ
s ))−u(Yǫ

s )]P̃ (ds,dq),

where P̃(ds,dq) is the compensated measure of P . Clearly, the second term is a martin-
gale and we denote it by M(t). Following [25], and applying (4.2), we obtain

1

t

∫ t

0
φ(Yǫ

s )ds−φ̄=
u(Yǫ

t )−u(y)

t
−

1

t
M(t).

Clearly, the fist term of the right hand side is bounded by O( 1
Tf
). For the martingale term,

Lemma 4.2 yields

1

t2
E(M(t))2

=
1

t2

∫ t

0

1

ǫ

M f

∑
j=1

|ν
f f
j |2a

f
j (Z

ǫ
s ,Yǫ

s )

[

u
(

Yǫ
s +

1

ǫ

M f

∑
j=1

ν
f f
j Aj(q,Zǫ

s ,Yǫ
s )
)

−u(Yǫ
s )

]2

ds

+
1

t2

∫ t

0

M f +Ms

∑
j=M f +1

|ν
s f
j |2as

j (Z
ǫ
s ,Yǫ

s )

[

u
(

Ys+
M f +Ms

∑
j=M f +1

ν
s f
j Aj(q,Zǫ

s ,Yǫ
s )
)

−u(Yǫ
s )

]2

ds

≤
C

t
.

As a result,

E

(
1

Tf

∫ Tf

0
φ(Yǫ

s )ds−φ̄

)2

≤
C

Tf
.

We can also show that

lim
t→∞

1

t

∫ t

0
φ(Yǫ

s )ds= φ̄ a.s.

and the reasoning is the same as that in [25].
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Lemma 4.3. Assume Assumption (1) for the fast process. Then for any bounded φ and each Zn,
there exists a C>0 such that

∣
∣
∣
∣

∫

φ(y)dµZn (y)−E
1

N

N

∑
i=1

φ(Yn,i)

∣
∣
∣
∣
≤C

(

τ+
1

Tf

)

.

Proof. Since
∣
∣
∫

φ(y)dµZn (y)−
∫

φ(y)dµǫ
Zn
(y)

∣
∣ is arbitrarily small if ǫ is sufficiently small

by definition. We focus on the estimate of
∣
∣
∫

φ(y)dµǫ
Zn
(y)−E

1
N ∑

N
i=1φ(Yn,i)

∣
∣.

Note that the fast process is bounded with probability 1. We assume that the reac-

tion rates a
f
j (Zt,Yt) is Lipschitz continuous with constant L for each Zt. Here Zt =Zn,t∈

[tn,tn+1). Divide the interval [T0,T0+Tf ] into equidistant subintervals with length τ. De-
noting si =T0+iτ, we define Yt=Yn,i,t∈ [si ,si+1). Then, by Dynkin’s formula

Euǫ(Yn,i+1)−Euǫ(Yn,i)=E

∫ si+1

si

L̃uǫ(Ys)ds, (4.10)

where L̃ is the generator of the virtual process Yt [1],

L̃V(y)=
1

ǫ

M f

∑
j=1

a
f
j (Zn,yn,i)(V(y+ν

f f
j )−V(y))+

Ms

∑
j=1

as
j (Zn,yn,i)(V(y+ν

s f
j )−V(y)), t∈[si ,si+1).

Since on each [T0,T0+Tf ], the macro-process Zt does not change, we suppress the notation
Zn in the following lines. Summing (4.10) over the first N terms, dividing by N ·τ =Tf ,
we have

1

Nτ
(Euǫ(Yn,N)−Euǫ(Yn,0))

=
N

∑
i=1

E(L̃−L)uǫ(Yn,i)+
1

N
E

N

∑
i=1

[φ(Yn,i)−φ̄ǫ]

=τE

N

∑
i=1

M f

∑
j=1

ν
f f
j

1

ǫ
(a

f
j (Yn,i)−a

f
j (Y

ǫ
t ))1t∈(si,si+1)(u

ǫ(Yn,i+ν
f f
j )−uǫ(Yn,i))

︸ ︷︷ ︸

I1

+τE

N

∑
i=1

M f +Ms

∑
j=M f+1

ν
s f
j (as

j (Yn,i)−as
j (Y

ǫ
t ))1t∈(si,si+1)(u

ǫ(Yn,i+ν
s f
j )−uǫ(Yn,i))

︸ ︷︷ ︸

I2

+
1

N
E

N

∑
i=1

[φ(Yn,i)−φ̄ǫ].
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By the fact that uǫ is bounded, the left-hand side can be bounded by O(1/Tf ). From the
Lipschtiz assumption on a(y) and Lemma 4.2, we easily have

|I1+ I2|≤
N

∑
j=1

Cτ2

since the probability that reaction Rj fires on [si,si+1] is a
f
j (Yn,i)τ. Therefore,

1

N
E

N

∑
i=1

[φ(Yn,i)−φ̄ǫ]≤C
(

τ+
1

Tf

)

.

The result follows.

Theorem 4.1. Assume Assumptions 1-3 and the modified NSSA is applied for the chemical
network. Then, for any jump time point tn on [0,T], the following inequality holds for a constant
C>0 independent of ǫ and τ

E|Zǫ
tn
−Zn|

2≤C
(

ǫ+τ+
1

Tf

)

, (4.11)

where Zt is the process yielded by the algorithm, ǫ is the scale separation parameter, τ is the step
size for the tau-leaping method, and Tf is defined in our NSSA algorithm.

Proof. Since
E|Zǫ

tn
−Zn|

2≤2E|Zǫ
tn
−Z̄tn |

2+2E|Z̄tn −Zn|
2.

The first term in the right hand side is estimated in Proposition 3.1. We only need to
estimate the second term. From ãs,′

j = 1
N ∑

N−1
i=0 as

j (Zn,Yn,i) with N ·τ=Tf

E|Zn−Z̄tn |
2=

n−1

∑
i=0

∫ ti+1

ti

E(Zi−Z̄ti
,∑

j

νb
j (ã

s,′
j − ās

j )dt

+
n−1

∑
i=0

∫ ti+1

ti

E∑
j

|νb
j |

2∑
j

(ãs,′
j − ās

j )dt

:=J1+ J2,

where

J1≤
N−1

∑
i=0

∫ ti+1

ti

1

2
E|Zi−Z̄ti

|2dt+
T

2 ∑
j

|νb
j |

2
E|ãs,′

j − ās
j |

2,

J2≤
T

2 ∑
j

|νb
j |

2
E|ãs,′

j − ās
j |.

By Lemma 4.3, E|ãs,′
j − ās

j |≤C(τ+ 1
Tf
). The discrete Gronwall’s inequality and Proposition

3.1 yield the result.
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5 Numerical examples

Example 5.1. Consider a simple isomerization:

⋆

c01
GGGGGGBF GGGGGG

c10

S1,

where c01 implies the constant rate of the production of S1 from source and c10 means
the degradation rate coefficient of S1. Suppose that there are x0 molecules of S1 at time
t = 0. Let P(t,x) be the probability that at time t there are x molecules of S1. Then,
from [37, Sec. 8.4],

P(t,x)=
min{x0,x}

∑
k=0

(
x0

k

)

pk(t)(1−p(t))x0−k ·
λx−k(t)

(x−k)!
e−λ(t),

where p(t)= e−c10t and λ(t)= c01(1−e−c10t)/c10 are solutions of the equations,

dp(t)/dt=−c10 p(t), p(0)=1,

dλ(t)/dt=−c10λ(t)+c01, λ(0)=0.

Note that limt→∞ p(t)=0 and limt→∞= c01/c10 := λ̄. Hence, the limit distribution

lim
t→∞

P(t,x)=
λ̄x

x!
e−λ̄ :=µ(x).

Set initial value of S1 to be 900 and c01= c10=10, and choose the functional f (x)=1/(1+
x2).

The time averaging error for τ-leaping method is shown in Fig. 1. To test the depen-
dency of error on τ, we simulate the system on [0,10] with an increasing τ from 0.01 to
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Figure 1: Time averaging error of τ-leaping method for Example 5.1. Left: τ = 0.01,0.04,0.08,0.11,0.14 with
fixed T̃=5. Right: T̃=4,4.5,5,5.5,6 with fixed τ=0.02.
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0.14. For each τ, we collect the arithmetic average of 1000 replicas of 1
N ∑

N
i=1 f (S1,i), where

N = 10
τ to approximate E

1
N ∑

N
i=1 f (S1,i). We find that the error is approximately propor-

tional to τ with a coefficient 1.2, see Fig. 1 (left). Similarly, we fix τ=0.02 and vary T to
test the dependency of error on the time length T. We also run 1000 replicas to approxi-
mate the expectation. From Fig. 1 (right), we can conclude that the error is approximately
inversely proportional to T with a coefficient 0.4. Therefore, this simple example shows
the sharpness of our Lemma 4.3.

We observe that even we choose τ=0.1 in the tau-leaping method and repeat for 1000
times, the distribution of S1 at time 10 is close to that of limit distribution (with a relative
error 22%) and it only takes 5.1 CPU seconds. Nevertheless, 1000 repetition of direct SSA
takes 9.7 seconds. Hence, the speedup of tau-leaping in this example is 1.9.

Example 5.2. Consider a virus infection model from [16]. The reaction channels are listed
in Table 1. In the model, reactants genome, template, virus and struct need to be simulated
and nucleotide and amino acids remain constants. When template>0, the production and
degradation of struct, which are marked with (*), are much faster than others. Hence, the
system is stiff. One efficient technique to solve such system is nested stochastic simula-
tion algorithm (NSSA) [7, 8]. We choose ratio of time scale separation ǫ= 1×10−5. The
initial condition is chosen to be

(struct,genome,template,virus)=(0,0,1000,0).

In this way, the entire network is divided into fast reaction group and slow reaction
group. In NSSA, direct SSA is applied to simulate the fast reaction group on a certain
time period Tf . The result is then used to approximate slow reaction rates under the limit
measure induced by the fast process. In this example, instead of direct SSA, we apply
tau-leaping method to simulate the fast process.

To test the result of Theorem 4.1, we obtain 500 relative error of genome at time 1
with respect to Tf (τ frozen as 1×10−5) and take an arithmetic average to approximate

Table 1: The virus infection model.

Nucleotides
a1=1∗template
−−−−−−−−→ genome

Nucleotides+genome
a2=0.025×genome
−−−−−−−−−−→ template

Nucleotides+aminoacids
a3=1000×template
−−−−−−−−−−→ struct (*)

Template
a4=0.25×template
−−−−−−−−−−→degraded

struct
a5=1.9985×struct
−−−−−−−−−−→Degraded (*)

genome+struct
a6=7.5e−6×genome×struct
−−−−−−−−−−−−−−−→Degraded
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Figure 2: Left: Distribution of template at T=0.5 for direct SSA and modified NSSA. Right: Strong convergence
error for template at T=1 with respect to different Tf ‘s.

the expectation in (4.11). Strong convergence errors are reported in Fig. 2. In the figure,
reference curves error= 1.6×10−5/Tf +0.1 (Right) is plotted. Furthermore, we compare
the efficiency of modified NSSA with original NSSA for the model and find that the speed
up of modified NSSA is 1.3 (modified NSSA takes 1105 seconds, and original NSSA takes
850 seconds) to finish the same task above under Tf = 2×10−4 and τ = 5×10−5 with
relative error 30% on the distribution graph.

Example 5.3 (An Insulin Signaling Model). Our group constructed a systematic math-
ematical model [17] for insulin signaling network mediated by IRS1 (insulin receptor
substrate-1) and IRS2 (insulin receptor substrate-2), incorporating both PKR (double-
stranded RNA-dependent kinase)-IRS and MAPK (mitogen-activated protein kinase)
pathways, see Fig. 3. We hypothesize that the specificity of the two IRS signaling emerges
from the wiring and kinetics of the entire network, and applied discrete dynamic model-
ing to account for many dynamic features in the system, i.e., complex feedback circuits,
cross-talks between pathways, and different regulatory time-scales. Different time-scales
of the model are results of the fact that IRS1 is primarily regulated by post-translational
modifications such as tyrosine phosphorylation, serine phosphorylation and protein
degradation, while IRS2 is regulated at the transcription level [40]. In vivo studies in
mice shows that the mRNA level of IRS2 is increased during fasting and reduced after
refeeding, while the mRNA level of IRS1 showed no significant change even after refeed-
ing when IRS1 assumes a major role in response to insulin signaling [20]. Generally the
regulations at the post-translation level occur quickly and are transient (limited by pro-
tein half-life) as compared with regulations at the transcription level, which is on a longer
time-scale. Different regulatory time-scales of IRS1 and IRS2 is consistent with their phys-
iological roles: a prompt response in the fed state controlled by IRS1 which is regulated at
the post-translational level and the long-term response during fasting controlled by IRS2
which is regulated at the transcriptional level, see [17] for details of the model.

By studying the reaction rates at different time points, we conclude that there exists
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Figure 3: A schematic representation of IRS1 and IRS2 signaling network [17].

three-time scale for this model with a dynamically changing partition between slow-fast-
ultra fast reactions (see Fig. 4). Hence, we propose an adaptive three-time scale NSSA
for the model. At every macro-step, we dynamically divide all reaction rates into three
groups with the following criteria: reactions with rate larger than 104 form ultra fast
group; reactions with rate less than 10 form slow group, and the remainder forms fast
group. As shown by Fig. 4, elements of these three groups may vary along time. Typical
examples are the last two reaction channels, whose reaction rates are of magnitude 104

at beginning, then decays to 100 when the system reaches equilibrium. Hence, these two
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Figure 4: Insulin Model: ultrafast, fast and slow reaction groups at different time points.
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reactions switch from ultrafast group to fast group even to slow group. Our algorithm is
summarized as follows:

1. Ultra Inner SSA. Run SSA with ultra fast reactions Ru f =(au f ,νu f ) only, for a time interval Tu f .
Update fast reaction rates:

ā
f
j =

1

Tu f

∫ T0+Tu f

T0

a
f
j (x(τ))dτ,

where x(τ) is the ultra fast process at time τ.

2. Inner SSA. Run SSA with updated fast reactions R f =(a f ,ν f ) for a time interval Tf . Update slow
reaction rates:

ās
j =

1

Tf

∫ T0+Tf

T0

as
j (x(τ))dτ,

where x(τ) is the fast process at time τ.

3. Outer SSA Run one step of SSA for the modified slow reactions,

R̄s=(ās
j ,ν

s)

to generate (tn+1,xn+1) from (tn,xn). Then collect all updated reaction rates and divide them into
three groups:

1) Ultra fast group: au f ≥104;

2) Fast group: 10< a f
<104;

3) Slow group: as ≤10.

Go to 1, until a certain criterion is satisfied.

Fig. 5 shows the time evolution of a key reactant of the model for the three time-scale
NSSA. Solution of the associated deterministic system is also plotted as an indicator. Ta-
ble 2 illustrates efficiency of the algorithm by noting that direct SSA takes 3251 CPU
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Figure 5: Left: Strong convergence of Rshp. Right: Time evolution of IRS1 on [0,20] with Tu f = 10−4 and

Tf =10−2.
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Table 2: Performance of NSSA for the insulin model on [0,20].

Tf 0.01 0.05

Tu f 10−3 10−4 10−5 10−3 10−4 10−5

CPU time(s) 193 51 28 2623 492 189

seconds to finish the same duty. Clearly, our dynamical NSSA greatly reduces computa-
tional cost, but it keeps essential features of the model at the same time (e.g. the distribu-
tion of tyrosine phosphorylated IRS1 has an error of 28% for Tu f =10−4 and Tf =10−2 at
time 12).

Example 5.4 (The Heat Shock Response (HSR) model of E. Coli). The HSR is a universally
evolutionary conserved defense dynamics among almost all eukaryotic and prokaryotic
cells to recover protein damage induced by heat and other forms of environmental stress
such as oxygen deprivation, herbicides, and ultraviolet irradiation. The process includes
the transcriptional up-regulation of genes encoding heat shock proteins (HSPs) as part of
the cell’s internal repair mechanism. HSPs help new or misfolded proteins to fold into
their correct three dimensional conformations, which is essential for their function.

In E. Coli, the transcription of such proteins is controlled by the σ32 factor. At nor-
mal temperature (37◦C), the enzyme RNA polymerase (RNAP) is bound to another σ

factor σ70. Then complex RNAP: σ70 transcribes the genes necessary for growth under
the temperature. When E. Coli are exposed to high temperatures, σ32 is rapidly encoded.
The RNAP bound to regulatory σ32 recognizes the promoter and then transcribes specific
genes into messenger RNA. The mRNA is translated by ribosome into protein. The ac-

Figure 6: Reaction diagram of the heat shock response model of E. Coli [21].
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tivity of σ32 itself is regulated through its interaction with chaperones such as Dnak and
FtsH [10], see Fig. 6. For more details of the model, readers are referred to Refs. [10,11,22].
We obtain our stochastic HSR model according to the differential-algebraic models in
Refs [11, 22] and we assume that the heat shock occurs at time 3.

Three time-scales are prominently clear in this model. First, reaction channels result-
ing from binding equations are much faster than others [11], thus we consider all these
reactions as ultra fast reactions; Secondly, the rest of the reaction channels can be divided
into two groups. From deterministic solutions of the model, the reaction rates of folding
and unfolding processes of protein are approximately 10000-fold larger than others in the
group and form the fast group, and the remainder forms the slow group.

For this model, time evolution of σ32 and f olded proteins is essential and we plot them
in Fig. 7. We choose Tu f =10−9 and Tf =2×10−4 in our three time-scale NSSA algorithm.
Since the association and disassociation rates for binding equations are not known with
a great uncertainty, we need to make a guess on these numbers to produce the totally
stochastic simulation. Based upon the formula for reaction parameter cµ in [12],

cµ =V−1πd2
12(8kT/πm12)

1/2exp(−u∗
µ/kT), (5.1)

where V is the volume of container, d12 is the average of diameters of two molecule, m12

is the reduced mass m1m2/(m1+m2), k is the Boltzmann’s constant, T is the absolute
temperature and u∗

µ is the activation energy. Parameters that we choose are presented in

Table 3. We derive that the association rate has a magnitude of O(1010).

Table 3: Parameters in (5.1).

Parameters Values Reference

V 1.5×10−15L [7]

m1 24kDa [38]

m2 150kDa [39]

d1 5nM [5]

d2 14nM [19]

u∗
µ −21.6 [35]

In Fig. 7, we plot both results of three time-scale Nested SSA and its modified version.
In the modified NSSA, fast groups are simulated by tau-leaping method with step size
10−8. The speedup ratio is 1.33 compared with that of original NSSA. However, our
guess on the ultra-fast reaction rates also leads to the difference between nested SSAs and
deterministic solutions though the patterns of these three methods overlap. From Fig. 7,
we observe that the relative error of folded protein at equilibrium is approximately 5%.
We note that an stochastic simulation result was reported [10]. But, the method is not
totally stochastic as authors pointed out in their paper, “the folding of proteins was fixed as
constant disturbance which was raised to its high steady-state value at high temperature.”
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