
Commun. Comput. Phys.
doi: 10.4208/cicp.050211.090811s

Vol. 12, No. 2, pp. 462-478
August 2012

Viscoelastic Immersed Boundary Methods for Zero

Reynolds Number Flow

Wanda Strychalski∗ and Robert D. Guy

Department of Mathematics, University of California, Davis CA 95616, USA.

Received 5 February 2011; Accepted (in revised version) 9 August 2011

Available online 20 February 2012

Abstract. The immersed boundary method has been extensively used to simulate the
motion of elastic structures immersed in a viscous fluid. For some applications, such as
modeling biological materials, capturing internal boundary viscosity is important. We
present numerical methods for simulating Kelvin-Voigt and standard linear viscoelas-
tic structures immersed in zero Reynolds number flow. We find that the explicit time
immersed boundary update is unconditionally unstable above a critical boundary to
fluid viscosity ratio for a Kelvin-Voigt material. We also show there is a severe time
step restriction when simulating a standard linear boundary with a small relaxation
time scale using the same explicit update. A stable implicit method is presented to
overcome these computation challenges.
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1 Background

Many challenging biological problems involve dynamic elastic structures immersed in
an incompressible viscous flow. The immersed boundary method provides a way to
simulate such problems. It was originally developed to simulate blood flow in the heart
[23], but has been used for many biofluid applications with many different length and
time scales. Some of these applications include platelet aggregation in blood clotting [10],
insect flight [20], cellular biomechanics [28], cochlear dynamics [3], and many others. In
each of these problems the solid structures were modeled as elastic objects.

Many biological materials are not adequately described as simply elastic materials,
because they exhibit both viscous and elastic behavior [11, 26, 32]. For example, the cy-
toskeleton is a network of actin filaments, microtubules, and intermediate filaments that
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give animal cells their shape and ability to move [1]. On short time scales (seconds), the
cytoskeleton behaves like an elastic solid, but on longer time scales (minutes) it acts like
a viscoelastic fluid due to polymerization and depolymerization of actin filaments [5,18].
The cell reorganizes the cytoskeleton during motility, cell division, and mechanical inter-
action with its environment. The cytoskeleton has been modeled as a viscous fluid [33],
viscoelastic fluid [9], viscoelastic solid [25], and elastic solid [30] depending on the con-
text and the time scale of the cellular behavior. Elastic cytoskeletal models based on the
immersed boundary formulation have been developed [4], and we are particularly inter-
ested in building upon our previous work on modeling the cytoskeleton [28]. A natural
extension of these models would be to include different viscoelastic constitutive laws.

Elastic structures immersed in a viscoelastic fluid have been recently simulated [7,
29]. Viscoelasticity in structures has also been incorporated into the immersed bound-
ary method in several ways [4, 12, 13, 16]. The cytoskeleton was modeled as a dynamic
elastic network in [4], i.e. a network of elastic springs that form and break according to
prescribed rules. It was shown in [4] that the material in this model behaved as a vis-
coelastic fluid, but it is not straightforward to extract the effective rheological properties
from the local properties of the network. In [16], the authors simulate a two dimensional
structure with finite mass immersed in a viscous fluid. The massive structure’s motion is
governed by a momentum equation that contains an internal friction proportional to the
fluid velocity. A viscoelastic shell is modeled by a two dimensional elastic structure that
encloses fluid in [13]. The viscous properties of the structure are inherited from the back-
ground fluid. Viscoelastic tether points where the immersed boundary force density is a
function of the velocity and velocity history at boundary points were simulated in [12].
Each of these approaches included a structure viscosity in a different way. However, it
is not clear how these approaches generalize to include different viscoelastic constitutive
laws. A general study of viscoelastic immersed boundaries has not been done.

In this paper we investigate numerical methods to simulate a viscoelastic, massless,
immersed boundary in zero Reynolds number flow. In Section 2, we present the fluid
and viscoelastic constitutive equations. We consider two viscoelastic constitutive laws:
the Kelvin-Voigt and standard linear models. The explicit immersed boundary algorithm
is described in Section 3 with modifications for a viscoelastic boundary. Computational
results for the explicit method are presented in Section 4. For the Kelvin-Voigt model,
we show the explicit scheme is unconditionally unstable when the ratio of boundary
to fluid viscosity is above a critical threshold. We also show the standard linear model
has a severe time step restriction when the stress relaxation time scale is short. In this
case, the constitutive law resembles that of the Kelvin-Voigt model. The explicit method
for the Kelvin-Voigt model is analyzed in Section 5. In Section 6, we present a stable
semi-implicit method to overcome the instability observed in the explicit Kelvin-Voigt
method. We conclude with computational experiments and a convergence study of the
semi-implicit method.
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2 Mathematical formulation

Our system consists of a boundary under tension immersed in a fluid. The fluid obeys
Stokes equations,

µ∆~u−∇p+~f =0, (2.1)

∇·~u=0, (2.2)

where~u is the fluid velocity, µ is the fluid viscosity, p is pressure, and ~f is the force density
from the viscoelastic boundary transmitted to the fluid. Fluid quantities are represented
by a fixed, Eulerian coordinate system. Lower case letters are used to distinguish fluid
variables from variables associated with the boundary, which are indicated by capital
letters.

The immersed boundary is denoted by Γ= ~X(s,t), where s parameterizes the curve
and t represents time. A moving Lagrangian coordinate system is used to track the evo-
lution of the boundary. It satisfies a no-slip boundary condition by moving with the fluid
velocity,

d~X

dt
=~U(s,t). (2.3)

Tension or stress on the immersed boundary is denoted by σ(t) and has both elastic
and viscous components. The exact form of σ(t) is described in the following subsections.
The force density due to boundary tension can be computed by

F=
∂

∂s

(
σ(t)~τ

)
, (2.4)

where the tangent vector is

~τ=~Xs/|~Xs|. (2.5)

Following the immersed boundary formulation [23], the external force density ~f from
membrane tension is spread onto the fluid grid as follows,

~f (~x,t)=S(~f )=
∫

Γ

~F(s,t)δ(~x−~X(s,t))ds. (2.6)

Similarly, interpolation from the fluid grid to the membrane grid is

~U(s,t)=S∗(~u)=
∫

Ω
~u(~x,t)δ(~x−~X(s,t))d~x, (2.7)

where Ω is the fluid domain.
In this manuscript, we consider the cases when the immersed boundary is modeled

either as a Kelvin-Voigt viscoelastic solid or with the standard linear model. For a Kelvin-
Voigt material, viscoelastic elements are represented by a spring and dashpot in parallel
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(Fig. 1(a)). We chose this model because it is the simplest viscoelastic solid model. The
constitutive law for a Kelvin-Voigt viscoelastic solid is

σ(t)= kε(t)+η
dε(t)

dt
, (2.8)

where k is the spring constant, η is internal boundary viscosity, and ε is strain. If a
constant stress σ0 is applied to a Kelvin-Voigt material, the resulting deformation ex-
ponentially approaches σ0/k, the deformation of a purely elastic material. This behavior
is known as “creep”. The relaxation time scale is η/k. For a constant strain, stress is
constant, i.e. there is no stress relaxation. This is the same behavior as a purely elastic
material.

!

k

(a) Kelvin-Voigt

!

k1

k2

(b) Standard linear viscoelastic solid

Figure 1: Diagrams of viscoelastic elements.

The standard linear model is equivalent to a viscous and an elastic element in series
parallel to an elastic element (Fig. 1(b)). This is the simplest model that exhibits both
creep and stress relaxation. The constitutive law for a standard linear viscoelastic solid is

η

k2

dσ

dt
+σ=η

k1+k2

k2

dε

dt
+k1ε, (2.9)

where η is the viscosity of the material, and k1 and k2 are spring constants. If we take
λ=η/k2, k= k1, and k2≫ k1, the above equation becomes,

λ
dσ

dt
+σ=η

dε

dt
+kε, (2.10)

where λ is called the stress relaxation time. If a constant strain ε0 is loaded onto a stan-
dard linear material, stress exponentially approaches kε0 with timescale λ. The standard
linear model also has a creep relaxation timescale η/k as in the Kelvin-Voigt model.

We take strain to be
ε= |~Xs |. (2.11)

If the boundary were purely elastic, this would result in the constitutive law

σ= k|~Xs |. (2.12)



466 W. Strychalski and R. D. Guy / Commun. Comput. Phys., 12 (2012), pp. 462-478

When discretized, the boundary can be thought of as a collection of connected elastic
springs with zero resting length and spring constant k. Similarly, the discretized vis-
coelastic boundary can be interpreted as connected viscoelastic elements (Fig. 1). From
equations (2.3) and (2.11), the time derivative of strain is

dε(t)

dt
=

d

dt

(
|~Xs|

)
=

~Xs

|~Xs|
·
d ~Xs

dt
=

~Xs

|~Xs|
·~Us=~τ ·~Us. (2.13)

In our implementation of both constitutive laws, we use the above equation. For example,
(2.8) becomes

σ(t)= k|~Xs |+η~τ ·~Us. (2.14)

3 Numerical formulation

Fluid quantities such as velocity and pressure are located on a fixed, staggered Eulerian
grid (Fig. 2). The grid has size N×M with spacing ∆x in the horizontal direction and ∆y
in the vertical direction. Periodic boundary conditions are used on the fluid domain. The
discretized boundary is located on a moving Lagrangian grid parameterized by s and
contains Nb points with an initial uniform mesh spacing ∆s.

pu

v

Figure 2: Staggered grid for fluid variables. The horizontal velocity component u is stored at filled squares.
The vertical velocity component v is stored at circles. Pressure is stored at the center of the computational
cell, denoted by crosses.

Communication between grids is handled by the immersed boundary method [23].
The delta function in the spreading and interpolation operators (Eqs. (2.6) and (2.7)) is
discretized in one dimension as follows,

δ(x)≈δ∆x(x)=





1

4∆x

(
1+cos

( πx

2∆x

))
, if |x|<2∆x,

0, otherwise,
(3.1)
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�Fℓ, �Uℓ

�τℓ−1/2,σℓ−1/2

Figure 3: Spatial location of discretized boundary variables. The boundary is indicated by a dashed line. Solid
circles indicate variables stored at the ℓ±1/2 location. White circles are the boundary positions are variables at
the ℓth point.

where ∆x is the spatial step size. In two dimensions, we have δ(~x)≈ δ∆x(x)δ∆y(y). The
discretization of the spreading operator Eq. (2.6) is

~f n+1
i,j =∆s

Nb

∑
ℓ=1

~Fn+1
ℓ

δ∆x(xi−Xn
ℓ )δ∆y(yj−Yn

ℓ ), (3.2)

where superscript indicates a term’s location in time, i.e. tn=n∆t. The discrete interpola-
tion operator Eq. (2.7) is

~Un+1
ℓ

=∆x∆y∑
ij

~un+1
i,j δ∆x(xi−Xn

ℓ )δ∆y(yj−Yn
ℓ ). (3.3)

For the analysis provided later, it is important to note the spatial locations of bound-
ary variables. The discretized variables ~F and ~U are located at boundary nodes ~Xℓ, while
σ, ~τ, and ~Us are located at midpoints ~Xℓ±1/2 because we use centered differences to ap-
proximate spatial derivatives (Fig. 3). For example,

(D+1/2
~X)ℓ+1/2=

~Xℓ+1−~Xℓ

∆s
, (3.4)

(D−1/2σ)ℓ=
σℓ+1/2−σℓ−1/2

∆s
. (3.5)

Note that Dℓ−1/2Dℓ+1/2 is the standard 3-point Laplacian, and D∗
+1/2 =−D−1/2. For the

remainder of the manuscript, A∗ indicates the adjoint of the operator A.
The standard explicit algorithm for the immersed boundary method involves frac-

tional time stepping. We attempt this method first because a fully implicit temporal up-
date would involve solving a large nonlinear system of equations. One time step of the
explicit method proceeds as follows:

1. Compute boundary forces using the viscoelastic constitutive law and current boundary configu-

ration. The time discretization of the Kelvin-Voigt model (2.14) is

σn+1(t)=kεn+η
dεn

dt
. (3.6)
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Substituting equations (2.11) and (2.13) into the above equation yields,

σn+1(t)=k|~Xs|
n+η~τ ·~Un

s . (3.7)

Discretizing the previous equation in space gives us,

σn+1(t)=k|D+1/2
~Xn|+η

D+1/2
~Xn

|D+1/2
~Xn|

·D+1/2S~u
n. (3.8)

The force density then is

~F=D−1/2

(
σn+1 D+1/2

~Xn

|D+1/2
~Xn|

)
. (3.9)

2. Spread the forces to the discretized fluid grid using (3.2).

3. Solve the fluid equations (2.1) and (2.2). Specifically, we take the divergence of (2.1) to obtain the

equation ∆p=∇·~f . Spatial derivatives are approximated by centered differences. The discrete

Fourier transform is used to solve the resulting linear system. Once the pressure is obtained,

(2.1) is solved for each velocity component.

4. Interpolate the fluid velocity to discretized boundary points using (3.3).

5. Update the boundary points with (2.3),

~Xn+1−~Xn

∆t
=~Un+1. (3.10)

4 Computational results

We use a standard test from immersed boundary literature to benchmark our viscoelastic
immersed boundary method. The viscoelastic boundary is initialized as an ellipse im-
mersed in a viscous fluid. Internal pressure is generated because the unstressed bound-
ary length is zero. The equilibrium boundary configuration is a circle of the same volume
as the initial ellipse due to incompressibility of the fluid [17, 19, 27, 31]. Unless otherwise
noted, the computational parameters are as follows. The computational domain is the
unit box with 32 × 32 grid points. The spatial step size of the boundary is ∆s = ∆x/2,
which results in 100 discrete boundary points. The fluid viscosity µ is 1 P. The semimajor
of the ellipse axis is initially 0.4 cm, and the semiminor axis is 0.15625 cm. The equilib-
rium boundary configuration is a circle of radius 0.25 cm. To compare the dynamics in
simulations across different parameter values, we compute the distance from the center
of the ellipse at (0.5,0.5) to the right-most point on the boundary (Fig. 4).

4.1 Explicit method for a Kelvin-Voigt boundary

For the test in this section, we follow the algorithm described in Section 3. Tension is
computed using (2.14) discretized as described in the previous section. We use a spring
constant k = 10 g/s2 and a time step ∆t = 0.001. When there is no boundary viscosity,
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Figure 4: The boundary is initially an ellipse centered on the unit box. The equilibrium boundary position
is a circle of radius 0.25. The distance from the center of mass to the right-most point is used to compare
simulations with different parameters.

the boundary reaches a circular configuration at about t = 0.5 s. When the boundary
viscosity is increased to η = 0.1 g s−1, there is no noticeable change in the simulation
output from the case of no boundary viscosity. The L∞ norm of the difference in the
distance measurements is 7.05×10−4. The simulation is unstable when η is increased to 1
g s−1. To determine whether a smaller time step improved the stability of the method, we
systematically reduced the time step by an order of magnitude until ∆t = 10−12. In each
case, boundary oscillations and unbounded growth were observed in the computation.
This suggests there is a critical boundary viscosity above which the numerical method
is unstable. We computed the maximum boundary viscosity ηc where the method was
stable on two grid resolutions. Stability was determined by visualizing the boundary
positions for oscillations. If no oscillations or unbounded growth were observed for at
least 1000 time steps, the computation was deemed stable. The results are summarized
in Table 1, accurate to two decimal places. Note that the Lagrangian spatial step size is
refined with the Eulerian grid step size because we take ∆s=∆x/2. The critical viscosity
appears to approach a fixed value as ∆t→ 0. This value also appears to depend on ∆x
because it is reduced by the same factor as the grid refinement. We will further analyze

Table 1: Kelvin-Voigt Model: Largest boundary viscosity, called the critical viscosity ηc, for which the explicit
method is stable for a given time step.

∆t ηc

∆x=1/32 ∆x=1/64

1×10−3 0.48 0.23

1×10−4 0.42 0.20

1×10−5 0.39 0.19

1×10−6 0.38 0.19
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the stability of the explicit method in Section 5.

4.2 Explicit method for a standard linear boundary

We follow the same explicit temporal discretization scheme as described in Section 3.
In the standard linear model, membrane tension is given by (2.10), which contains a
time derivative of stress. We discretize dσ/dt in (2.10) with backward Euler’s method as
follows,

λ

(
σn+1−σn

∆t

)
+σn+1=η

dεn

dt
+kεn, (4.1)

with the initial condition σ0 = kε. The spatial discretization of other terms in (4.1) are
handled in the same way as in the Kelvin-Voigt model (3.8). We computed the standard
test problem for 10 s, varying the boundary viscosity η with other parameters fixed at the
values k=1 g/s2, µ=1 P, ∆x = 1/32, ∆t = 0.001, λ=1 s. The results are shown in Fig. 5.
Increasing the boundary viscosity decreases the time scale of the system.

D
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μ = 1, η = 20
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Figure 5: The distance from the boundary’s center of mass to the rightmost point using the standard linear
model for viscoelasticity. Increasing the boundary viscosity decreases the time scale.

When λ=0, the standard linear model reduces to the Kelvin-Voigt model. As λ tends
toward zero, we might expect a numerical instability to develop. We can rewrite (4.1) as

σn+1=
λ

∆t+λ
σn+

k∆t

∆t+λ
εn+

η∆t

∆t+λ

dεn

dt
. (4.2)

For small enough λ, the first term on the right hand side of the above equation is small.
In this case, Eq. (4.2) resembles Eq. (3.6) (i.e. the Kelvin-Voigt model), but with different
coefficients in front of each term. Because the explicit method was unstable above a
critical viscosity ηc, we estimate the standard linear model will be stable if the coefficient
in front of the strain time derivative is less than the critical viscosity observed in the
Kelvin-Voigt simulations, i.e.

η∆t

∆t+λ
<ηc or ∆t<

ληc

η−ηc
. (4.3)
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Table 2: Standard Linear Model time step restrictions for the case of small lambda, µ=1 P, and critical viscosity
ηc =0.4, as computed in Table 1.

λ Computed ∆t ∆tc

η=10

1×10−2 5.35×10−3 4.17×10−4

1×10−3 4.89×10−4 4.17×10−5

1×10−4 4.76×10−5 4.17×10−6

η=100

1×10−2 3.93×10−4 4.02×10−5

1×10−3 3.90×10−5 4.02×10−6

1×10−4 3.89×10−6 4.02×10−7

The critical time step ∆tc is defined to be ληc/(η−ηc). We simulated the standard prob-
lem for small λ in the regime where the Kelvin-Voigt model is unconditionally unstable
with an explicit method. Parameters were chosen so that the time step would be re-
stricted by λ rather than elastic stiffness (∆x = 1/32, k = 1 g/s2, µ = 1 P). Table 2 shows
the maximum time step where the simulation was stable along with the corresponding
critical time step. The time step data are accurate to three significant digits. The nu-
merical results differ from the predicted critical time value by a factor of 10, but follow
the same trend, that is ∆t=O(λ). A possible reason for the discrepancy is that we as-
sumed the first term on the right hand side in Eq. (4.2) was small in order to compare it
to Eq. (3.6). However, this term is O(1) for the values of λ and ∆t listed in Table 2. The
computational time step must be small enough to resolve the physical time scale of the
problem. The critical time step in the explicit method is set by the stress relaxation time
λ. If the physical time scale of interest is much larger than the stress relaxation time scale,
a semi-implicit method would avoid an unnecessarily small time step.

5 Analysis of the explicit method

In this section, we analyze the explicit method described in Section 3 to determine the
cause of the instability observed when simulating a Kelvin-Voigt viscoelastic boundary.
In this case, the the force density (2.4) is

~F=
∂

∂s

(
k~Xs+η~τ ·~Us~τ

)
, (5.1)

or alternatively,

~F=
∂

∂s

(
k~Xs+η~τ ·

∂

∂s
(S∗(~u))~τ

)
. (5.2)
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We define the elastic force as A f =−kD−1/2D+1/2, where D+1/2 and D−1/2 are defined in
(3.4) and (3.5). Then the discretized spread force density can be written as,

~f =S~F=−SA f
~X+ηSD−1/2(~τ ·D+1/2(S

∗
~u)~τ). (5.3)

Note that ~τ ·D+1/2(S
∗~u) is a scalar, so that

~f =−SA f
~X+ηSD−1/2~τ(~τ ·D+1/2S

∗
~u). (5.4)

Because D∗
+1/2=−D−1/2, and the above equation can be written as

~f =−SA f
~X−ηSD~τ(~τ∗D∗S∗(~u)), (5.5)

where D=D−1/2. Substituting the back into the fluid equation (2.1), the discretized sys-
tem becomes

µL~un+1−∇pn+1−SA f
~Xn−ηSD~τ~τ∗D∗S∗

~un=0, (5.6a)

∇·~un+1=0, (5.6b)

~Xn+1−~Xn

∆t
=S∗

~un+1. (5.6c)

We denote the boundary viscosity term by L̃ =−(SD~τ)(SD~τ)∗. To analyze the above
system of equations, we ignore incompressibility and pressure and focus on the solution
for the fluid velocity during one time step,

µL~un+1=−η L̃~un+SA f
~Xn, (5.7)

or
~un+1=−

η

µ
L−1L̃~un+(µL−1)SA f

~Xn. (5.8)

The velocity grows in time if ∣∣∣
∣∣∣
η

µ
L−1 L̃

∣∣∣
∣∣∣
2
>1. (5.9)

The operator L̃ looks like a Laplacian operator on a singularly concentrated set, and
so one might expect that ||L−1 L̃||2 =O(1). However, the spreading operator S scales
like ∆s∆x−1∆y−1 =O(∆x−1), the interpolation operator S∗ =O(1), and so ||L−1 L̃||2 =
O(∆x−1). We estimate that

∣∣∣
∣∣∣
η

µ
L−1L̃

∣∣∣
∣∣∣
2
=O

(
η

µ
∆x−1

)
. (5.10)

The above estimate is consistent with data in Table 1, where the critical viscosity de-
creases as the grid was refined. The right hand side of (5.10) depends on the boundary
configuration and grid spacing, but is independent of the time step. Therefore, there is
a critical value of η/µ, above which the scheme is unstable for any time step. The insta-
bility is not seen in the standard linear model because stress has a relaxation time scale
λ. The coefficient in front of the strain time derivative in (4.2) can be made small by re-
ducing the time step. Stress does not instantaneously equilibrate as in the Kelvin-Voigt
model unless λ is small.
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6 Semi-implicit method

In order to simulate either a Kelvin-Voigt immersed boundary or standard linear model
with small λ in zero Reynolds number flow, we propose a semi-implicit method similar
to Newren et al. [22]. In the semi-implicit method, the spreading and interpolation oper-
ators are linearized by lagging them in time, i.e. they are computed by using boundary
points from the previous time step tn. All other unknowns are computed at the updated
time step tn+1. The discretized system is

(µL−ηSD~τ~τ∗D∗S∗)~un+1−∇pn+1−SA f
~Xn+1=0, (6.1a)

∇·~un+1=0, (6.1b)

~Xn+1−~Xn

∆t
=S∗

~un+1. (6.1c)

The system can be rewritten as

(µL+η L̃−∆tSA fS
∗)~un+1−∇pn+1=SA f

~Xn, (6.2a)

∇·~un+1=0, (6.2b)

~Xn+1−~Xn

∆t
=S∗

~un+1. (6.2c)

An advantage of this formulation is that the boundary unknowns are eliminated from
the fluid equations. Eqs. (6.2a) and (6.2b) are solved simultaneously with a direct solve.
However, the velocity is only uniquely determined up to an additive constant for Stokes
flow with periodic boundary conditions [2]. The matrix is augmented so that it is uniquely
solvable. The additional constraint is that the fluid variables ~u and p have mean zero. Af-
ter obtaining the fluid velocity, boundary points are updated according to (6.2c).

6.1 Stability

We prove the semi-implicit method given by (6.2a)-(6.2c) is unconditionally stable by
showing the energy of the discretized system is decreasing [22]. The relevant energy for
our system has the form

E[~X]= 〈A f
~X,~X〉Γd

= ||~X||2A f
. (6.3)

Recall A f =−kD−1/2D+1/2. Because A f is a positive definite matrix, it defines an inner

product. The discretization of the inner product on L2(Γ) is

〈~X,~Y〉Γd
=∑

ℓ

~Xℓ ·~Yℓ∆s. (6.4)

The operators S and S∗ are adjoints, i.e.

〈S~F,~w〉Ωd
= 〈~F,S∗

~w〉Γd
. (6.5)
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The inner product 〈·,·〉Ωd
is the discretized L2(Ω) inner product:

〈~v,~w〉Ωd
=∑

i,j

~vi,j ·~wi,j∆x∆y. (6.6)

Taking the A-norm squared of (6.2c), we have

||~Xn+1−∆tS∗
~un+1||2A= ||~Xn||2A, (6.7)

which is equivalent to

||~Xn+1||2A+∆t2||S∗
~un+1||2A−2〈~Xn+1,∆tS∗

~un+1〉A= ||~Xn||2A. (6.8)

Next we take the dot product of ~un+1 with (6.2a), yielding

〈~un+1,(µL+η L̃)~un+1〉Ωd
−〈~un+1,SA f

~Xn+1〉Ωd
=0, (6.9)

because divergence-free velocity fields are orthogonal to gradient fields in our discretiza-
tion, i.e. 〈~un+1,∇pn+1〉Ωd

=0. From the above equation, we have

〈~un+1,(µL+η L̃)~un+1〉Ω= 〈~un+1,SA f
~Xn+1〉Ω

=〈S∗
~un+1,A f

~Xn+1〉Γ = 〈S∗
~un+1,~Xn+1〉A. (6.10)

Combining (6.10) and (6.8) gives us

||~Xn+1||2A+∆t2||S∗
~un+1||2A−2∆t〈~un+1,(µL+η L̃)~un+1〉Ω= ||~Xn||2A, (6.11)

or equivalently,

E[~Xn+1]=E[~Xn ]−∆t2||S∗
~un+1||2A+2∆t〈~un+1,(µL+η L̃)~un+1〉Ωd

. (6.12)

Examining the two terms on the right hand side, we see that ||S∗~un+1||2A is clearly pos-

itive. The term µL+η L̃ is negative definite because both the Laplacian and L̃ operators
are negative definite. Then we have

E[~Xn+1]<E[~Xn]. (6.13)

Therefore, the potential energy is decreasing with each time step, and the scheme is un-
conditionally stable.

6.2 Computational results

In this section, we use the semi-implicit method to simulate the standard test described
in Section 4. Because the explicit method was unstable for small η, we were unable to
determine how increasing the boundary viscosity affected the dynamics for the Kelvin-
Voigt model. The distance from the rightmost point on the ellipse to the center of mass
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Figure 6: The distance from the boundary’s center of mass to the rightmost point using the Kelvin-Voigt model
for viscoelasticity. Increasing the boundary viscosity decreases the time scale.
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Figure 7: Convergence data for the semi-implicit method plotted on a logarithmic scale. Error is the defined as
the difference in distance from the rightmost boundary point to the boundary’s center of mass for successive
grid refinements. The dashed line plot is the power function fit to the data.

for several different boundary values of η is shown in Fig. 6. Other parameters were held
fixed at ∆x=1/32, ∆t=0.01, k=10 g/s2, µ=1 P. Fig. 6 shows that increasing the boundary
viscosity decreases the time scale of the system. There is only a small change between the
no boundary viscosity and η=1 g/s case. The boundary viscosity must be high relative
to the fluid viscosity to see a large change in the dynamics. The explicit method is always
unstable in that regime, and an implicit method must be used.

Next we test the convergence of the semi-implicit method in the regime of large
boundary viscosity. We simulated the standard test problem until 0.5 s with k= 10 g/s2

and η=10 g/s. The spatial Lagrangian and Eulerian grids as well as the time step were
refined by a factor of 1.5. The Eulerian grid spacing was ∆x = ∆y = 1/N, and the La-
grangian grid spacing was defined to be ∆s=∆x/2. The time step ∆t was chosen to be
∆t= 1/(2N). The grid sizes used were N = 32, 48, 72, and 108. The measure of error is
the difference between the distance from the rightmost most of the ellipse to the center of
mass of the boundary on successive grid refinements. The convergence data and power
function fit are shown in Fig. 7. Based on our test, the method converges with at least
first order accuracy.
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7 Discussion

We have presented computational methods to simulate viscoelastic models of an im-
mersed boundary in zero Reynolds number flow. When the boundary is purely elas-
tic, tension is only a function of the current boundary configuration. In the viscoelastic
case, tension also depends the history of deformation. For the viscoelastic models that
we considered, this dependence leads to spatial derivatives of velocity in the constitutive
equations. This resulted in additional numerical stiffness that was observed when we
simulated the viscoelastic models with the explicit temporal immersed boundary scheme.
We discovered a critical viscosity ratio above which the Kelvin-Voigt model was always
unstable. Additionally, we found a time step restriction for small stress time relaxation
in the standard linear model. We presented a semi-implicit discretization for the Kelvin-
Voigt model and proved its stability. The scheme could also be used with the standard
linear model. Our implementation of the method was not designed for efficiency; we
used a direct solve to invert the linear system. However, it may be possible to use ef-
ficient solvers designed for implicit immersed boundary equations [6, 14, 15, 21]. Alter-
natively in zero Reynolds number flow, boundary integral methods [24] or the method
of regularized Stokeslets [8] are appropriate to simulate the systems described in this
manuscript. When the boundary is purely elastic, the force density is calculated from the
current boundary configuration. In the viscoelastic case, the force density is a function of
velocity derivatives so that an integral equation must be solved to extract the boundary
force density.

Viscous stresses typically lead to a time step restriction for an explicit method, and
not unconditional numerical instability. In the Kelvin-Voigt model, the viscous forces are
given by (µL+η L̃)~u, where L̃ is a localized Laplacian that arises from boundary viscosity.
In the explicit method for the Kelvin-Voigt model, part of the viscous forces are lagged in
time. If the lagged viscous boundary forces become too large relative to the viscous fluid
forces, the explicit scheme becomes unconditionally unstable. In the Kelvin-Voigt model,
the viscous stress is determined by the instantaneous strain rate, while in the standard
linear model the viscous stress depends on time history of the strain rate. This difference
is reflected in the discretized stress equations (3.6) and (4.2) for the Kelvin-Voigt model
and standard linear model, respectively. In the explicit method for the standard linear
model, the discrete time step can always be made small enough to avoid numerical in-
stability.

In zero Reynolds number flow, there is no inertia and forces are instantaneously
equilibrated. An explicit time scheme could be used with any boundary viscosity in
the Kelvin-Voigt model. The coefficient in front of the force density term in the time-
discretized momentum equation would be multiplied by a time step that could be made
arbitrarily small. However, for a large boundary viscosity there may be a severe time step
restriction in the explicit scheme. In this case, the implicit method may be needed.

Many biological structures exhibit viscoelastic properties, and it may be important
to include viscous effects in models in order to describe the biological behavior. In our
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simple test problem, the effect of boundary viscosity seemed only to slow the relaxation
of the boundary to equilibrium. For more complicated problems, including boundary
viscosity may have significant effects on the dynamics.
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