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#### Abstract

Matching boundary conditions (MBC's) are proposed to treat scalar waves in the body-centered-cubic lattices. By matching the dispersion relation, we construct MBC's for normal incidence and incidence with an angle $\alpha$. Multiplication of MBC operators then leads to multi-directional absorbing boundary conditions. The effectiveness are illustrated by the reflection coefficient analysis and wave packet tests. In particular, the designed M1M1 treats the scalar waves in a satisfactory manner.
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## 1 Introduction

Atomic simulations play an increasingly important role in exploring fundamental issues of materials science and their applications to micro, nano and multiscale physics for emerging technologies [21]. In such simulations, artificial boundary treatment is one of the core techniques to avoid non-physical results due to spurious reflections [29]. Due to the discrete features and dispersion [13,30], artificial boundary conditions [2,6,10,14] developed for continuous wave propagation problems can not be adopted directly here.
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Figure 1: Unit cell (left) and first Brillouin zone (right) of BCC lattice.

Therefore effective absorbing boundary conditions are demanded to suppress effectively the reflections in atomic simulations.

In this paper, we consider a body-centered-cubic (BCC) lattice. As shown in Fig. 1, its unit cell has one lattice point in the center in addition to eight corner points. Many metals, such as $\mathrm{Li}, \mathrm{Na}, \mathrm{K}, \mathrm{Rb}, \mathrm{W}, \mathrm{Cs}$ and Fe , take the BCC structure.

The simplest boundary condition for numerical simulations is the periodic boundary condition $[4,5,7,12,16,35]$. As periodicity does not hold in most applications that require multiscale simulations, other boundary treatments have been developed for the BCC lattice. For instance, a flexible boundary condition was developed for simulating dislocations [25-27]. It is an iterative method using the superposition of Green's functions computed for plenty of atoms. Along this line, exact lattice Green's function may be computed for a semi-infinite lattice, leading to the time history kernel treatment and the bridging scale method $[8,15,23,24]$. However, for the three dimensional BCC lattice, the calculation of the kernel functions is complicated, involving the inverse Laplace transforms and the Fourier transforms. Furthermore, the trade-off of the convolution cut-off time and the accuracy should be made according to specific applications. We also notice that a discrete boundary treatment was developed in terms of variational boundary conditions $[17,18]$. It considerably reduces the computing cost. Yet the design of such conditions requires to solve an optimization problem, which is time-step dependent and complicated for the three dimensional lattice.

As an alternative, matching boundary conditions (MBC's) were proposed recently [32-34]. Such conditions take the form of linear combinations of displacements and velocities at selected atoms near the artificial boundary. The combination coefficients are determined by matching the dispersion relation. MBC's perform very well in onedimensional monoatomic chains, one-dimensional diatomic chains, two-dimensional square lattices and two-dimensional hexagonal lattices. Simplicity and essentially no additional computing load are the two major advantages for this class of boundary conditions.

In this paper, we extend the MBC's to treat scalar waves in the BCC lattice. By
matching the dispersion relation, we construct MBC's for normal incidence and incidence with an angle $\alpha$. Then by using the multiplication of MBC operators, we design multidirectional absorbing boundary conditions. The effectiveness of the designed MBC's are tested by reflection coefficient analysis and numerical examples similar to those in [34].

The rest of the paper is planned as follows. In Section 2, we design the MBC's for the BCC lattice. Then we demonstrate the effectiveness by the reflection coefficient analysis in Section 3 and numerical tests in Section 4. Some concluding remarks are made in Section 5.

## 2 Design of MBC's for BCC lattice

### 2.1 BCC lattice and its dispersion relation

In the BCC lattice, atoms occupy the staggered location ( $m, n, l$ ) as illustrated in Fig. 1. Planes with a constant value $m, n$ or $l$ are coplanar with the crystallographic planes $(1,0,0),(0,1,0)$ or $(0,0,1)$, respectively. In this study, we investigate scalar waves under the harmonic potential, and account for the nearest neighboring interaction only.

Rescaled Newton's equation for an atom ( $m, n, l$ ) reads

$$
\begin{align*}
\ddot{u}_{m, n, l}=u_{m+1, n+1, l+1} & +u_{m-1, n-1, l-1}+u_{m-1, n+1, l+1}+u_{m+1, n-1, l-1}+u_{m+1, n-1, l+1} \\
& +u_{m-1, n+1, l-1}+u_{m-1, n-1, l+1}+u_{m+1, n+1, l-1}-8 u_{m, n, l} . \tag{2.1}
\end{align*}
$$

Here $u_{m, n, l}(t)$ denotes the displacement. The purpose of studying the scalar waves is twofold. First, it lays a basis for the design of absorbing boundary conditions in realistic vector wave propagation. Secondly, it also serves as a discretization of the wave equation in a staggered grid, which has potential applications, e.g., in simulating the Navier-Stokes equations $[1,31]$.

We seek for monochromatic wave solution

$$
\begin{equation*}
u_{m, n, l}=\exp \left\{i\left(\omega t+\frac{m}{2} \xi_{x}+\frac{n}{2} \xi_{y}+\frac{l}{2} \xi_{z}\right)\right\}, \tag{2.2}
\end{equation*}
$$

where $\omega$ is the frequency and $\left(\xi_{x}, \xi_{y}, \xi_{z}\right)$ is the wave vector. The dispersion relation is readily obtained as follows

$$
\begin{equation*}
\omega\left(\xi_{x}, \xi_{y}, \xi_{z}\right)=2 \sqrt{2-2 \cos \frac{\xi_{x}}{2} \cos \frac{\xi_{y}}{2} \cos \frac{\xi_{z}}{2}} . \tag{2.3}
\end{equation*}
$$

The first Brillouin zone is a rhombic dodecahedron [3], also shown in Fig. 1.

### 2.2 Unidirectional MBC's

Suppose that we simulate only half of the infinite lattice with $l \geq 0$. Boundary conditions are needed at the artificial boundary atoms with $l=0$. Similar to the one dimensional
case, a general boundary condition can be formulated in the velocity-displacement form. Following the two dimensional lattice approach in [34] and considering the symmetry, we propose for each boundary atom $u_{m, n, 0}$,

$$
\begin{align*}
& \dot{u}_{m, n, 0}+c_{1}\left(\dot{u}_{m+1, n+1,1}+\dot{u}_{m-1, n+1,1}+\dot{u}_{m+1, n-1,1}+\dot{u}_{m-1, n-1,1}\right) \\
= & b_{0} u_{m, n, 0}+b_{1}\left(u_{m+1, n+1,1}+u_{m-1, n+1,1}+u_{m+1, n-1,1}+u_{m-1, n-1,1}\right) . \tag{2.4}
\end{align*}
$$

To facilitate later discussions, we introduce shift operators $K_{x}, K_{y}$ and $K_{z}$ defined by $K_{x} u_{m, n, l}=u_{m+1, n, l}, K_{y} u_{m, n, l}=u_{m, n+1, l}$ and $K_{z} u_{m, n, l}=u_{m, n, l+1}$. The boundary condition (2.4) can be rewritten as

$$
\begin{equation*}
\left[Q\left(K_{x}, K_{y}, K_{z}\right) \frac{d}{d t}-P\left(K_{x}, K_{y}, K_{z}\right)\right] u_{m, n, 0}=0 \tag{2.5}
\end{equation*}
$$

Here

$$
\left\{\begin{array}{l}
Q\left(K_{x}, K_{y}, K_{z}\right)=I+c_{1}\left(K_{x} K_{y}+K_{x}^{-1} K_{y}+K_{x} K_{y}^{-1}+K_{x}^{-1} K_{y}^{-1}\right) K_{z}  \tag{2.6}\\
P\left(K_{x}, K_{y}, K_{z}\right)=b_{0} I+b_{1}\left(K_{x} K_{y}+K_{x}^{-1} K_{y}+K_{x} K_{y}^{-1}+K_{x}^{-1} K_{y}^{-1}\right) K_{z} .
\end{array}\right.
$$

We define the matching residual function

$$
\begin{gather*}
\Delta\left(\xi_{x}, \xi_{y}, \xi_{z}\right)=i \omega\left(\xi_{x}, \xi_{y}, \xi_{z}\right)\left(1+4 c_{1} e^{i \frac{\xi_{z}}{2}} \cos \frac{\xi_{x}}{2} \cos \frac{\xi_{y}}{2}\right) \\
-\left(b_{0}+4 b_{1} e^{i \frac{\xi_{z}}{2}} \cos \frac{\xi_{x}}{2} \cos \frac{\xi_{y}}{2}\right) \tag{2.7}
\end{gather*}
$$

Same as its one-dimensional counterpart, this function measures the quality of the boundary condition (2.4) for monochromatic wave with the wave vector $\left(\xi_{x}, \xi_{y}, \xi_{z}\right)$. Perfect transmission is guaranteed at a wave vector when this function vanishes.

We first consider the normal incidence with $\left(\xi_{x}, \xi_{y}, \xi_{z}\right)=(0,0, \xi)$. The matching residual function reduces to

$$
\begin{equation*}
\Delta(0,0, \xi)=i \omega_{0,0}(\xi)\left(1+4 c_{1} e^{i \frac{\xi}{2}}\right)-\left(b_{0}+4 b_{1} e^{i \frac{\xi}{2}}\right) \tag{2.8}
\end{equation*}
$$

Requiring $\Delta(0,0, \xi)=o\left(\xi^{2}\right)$, we calculate the coefficients $c_{1}, b_{0}$ and $b_{1}$, and obtain a boundary condition called as MBC1

$$
\begin{align*}
& \dot{u}_{m, n, 0}+\frac{1}{4}\left(\dot{u}_{m+1, n+1,1}+\dot{u}_{m-1, n+1,1}+\dot{u}_{m+1, n-1,1}+\dot{u}_{m-1, n-1,1}\right) \\
= & -4 u_{m, n, 0}+\left(u_{m+1, n+1,1}+u_{m-1, n+1,1}+u_{m+1, n-1,1}+u_{m-1, n-1,1}\right) . \tag{2.9}
\end{align*}
$$

For later comparative studies, we set $c_{1}=0$ and require $\Delta(0,0, \xi)=o(\xi)$. This leads to the velocity interfacial condition (VIC1) as follows [28].

$$
\begin{equation*}
\dot{u}_{m, n, 0}=-2 u_{m, n, 0}+\frac{1}{2}\left(u_{m+1, n+1,1}+u_{m-1, n+1,1}+u_{m+1, n-1,1}+u_{m-1, n-1,1}\right) . \tag{2.10}
\end{equation*}
$$



Figure 2: Wave vector with incident angle $\alpha$ and $\beta$.
To design boundary conditions for perfectly absorption of a scalar wave with incident angle $\alpha$ and $\beta$ in the long wave limit, as shown in Fig. 2, for VIC1 we require $\Delta(\xi \sin \alpha \cos \beta, \xi \sin \alpha \sin \beta, \xi \cos \alpha)=o(\xi)$. This results in

$$
\begin{equation*}
\left[Q\left(K_{x}, K_{y}, K_{z}\right) \frac{d}{d t}-a P\left(K_{x}, K_{y}, K_{z}\right)\right] u_{m, n, 0}=0 \tag{2.11}
\end{equation*}
$$

where $a=1 / \cos \alpha$ is the apparent wave propagation speed [20]. We name it as VIC1-a. Analogously, we adopt the concept of apparent wave propagation speed and choose the same form as (2.11) for MBC1- $a$. In this regard, the normal incidence boundary condition MBC1 is the same as MBC1-1, while VIC1 is the same as VIC1-1.

Atoms on an edge or at a corner may be treated in a similar way. For instance, at an atom ( $m, 0,0$ ) on the edge, MBC1 reads

$$
\begin{equation*}
\dot{u}_{m, 0,0}+\frac{1}{2}\left(\dot{u}_{m+1,1,1}+\dot{u}_{m-1,1,1}\right)=-4 u_{m, 0,0}+2\left(u_{m+1,1,1}+u_{m-1,1,1}\right) \tag{2.12}
\end{equation*}
$$

while VIC1 reads

$$
\begin{equation*}
\dot{u}_{m, 0,0}=-2 u_{m, 0,0}+\left(u_{m+1,1,1}+u_{m-1,1,1}\right) . \tag{2.13}
\end{equation*}
$$

For the atom $(0,0,0)$ at the corner, MBC 1 reads

$$
\begin{equation*}
\dot{u}_{0,0,0}+\dot{u}_{1,1,1}=-4 u_{0,0,0}+4 u_{1,1,1}, \tag{2.14}
\end{equation*}
$$

while VIC1 reads

$$
\begin{equation*}
\dot{u}_{0,0,0}=-2 u_{0,0,0}+2 u_{1,1,1} . \tag{2.15}
\end{equation*}
$$

### 2.3 Multi-directional MBC's

Following the pioneering work of Higdon [14] and experiences in [34], we use operator multiplication to treat general incidence. We take two apparent wave propagation speeds
$a_{1}$ and $a_{2}$. The operator multiplication

$$
\begin{equation*}
\left[Q \frac{d}{d t}-a_{1} P\right]\left[Q \frac{d}{d t}-a_{2} P\right] u_{m, n, 0}=0 \tag{2.16}
\end{equation*}
$$

yields a force boundary condition, named as $\operatorname{V1V1}\left(a_{1}, a_{2}\right)$ or $\operatorname{M1M} 1\left(a_{1}, a_{2}\right)$, respectively, depending on the form of the chosen $Q$ and $P$.

After some straightforward calculations, we obtain $\operatorname{M1M} 1\left(a_{1}, a_{2}\right)$

$$
\begin{align*}
\ddot{u}_{m, n, 0}= & -\frac{1}{2}\left(\ddot{u}_{m+1, n+1,1}+\ddot{u}_{m+1, n-1,1}+\ddot{u}_{m-1, n+1,1}+\ddot{u}_{m-1, n-1,1}\right) \\
& -\frac{1}{16}\left(\ddot{u}_{m+2, n+2,2}+\ddot{u}_{m+2, n-2,2}+\ddot{u}_{m-2, n+2,2}+\ddot{u}_{m-2, n-2,2}\right) \\
& -\frac{1}{8}\left(\ddot{u}_{m+2, n, 2}+\ddot{u}_{m-2, n, 2}+\ddot{u}_{m, n+2,2}+\ddot{u}_{m, n-2,2}\right)-\frac{1}{4} \ddot{u}_{m, n, 2} \\
& +\left(a_{1}+a_{2}\right)\left[-4 \dot{u}_{m, n, 0}+\frac{1}{4}\left(\dot{u}_{m+2, n+2,2}+\dot{u}_{m+2, n-2,2}+\dot{u}_{m-2, n+2,2}+\dot{u}_{m-2, n-2,2}\right)\right. \\
& \left.+\frac{1}{2}\left(\dot{u}_{m+2, n, 2}+\dot{u}_{m-2, n, 2}+\dot{u}_{m, n+2,2}+\dot{u}_{m, n-2,2}\right)+\dot{u}_{m, n, 2}\right] \\
& -a_{1} a_{2}\left[16 u_{m, n, 0}-8\left(u_{m+1, n+1,1}+u_{m-1, n+1,1}+u_{m+1, n-1,1}+u_{m-1, n-1,1}\right)\right. \\
& +\left(u_{m+2, n+2,2}+u_{m-2, n+2,2}+u_{m+2, n-2,2}+u_{m-2, n-2,2}\right) \\
& \left.+2\left(u_{m, n+2,2}+u_{m, n-2,2}+u_{m+2, n, 2}+u_{m-2, n, 2}\right)+4 u_{m, n, 2}\right] . \tag{2.17}
\end{align*}
$$

Similarly, V1V1 $\left(a_{1}, a_{2}\right)$ reads

$$
\begin{align*}
\ddot{u}_{m, n, 0}=\left(a_{1}\right. & \left.+a_{2}\right)\left[-2 \dot{u}_{m, n, 0}+\frac{1}{2}\left(\dot{u}_{m+1, n+1,1}+\dot{u}_{m-1, n+1,1}+\dot{u}_{m+1, n-1,1}+\dot{u}_{m-1, n-1,1}\right)\right] \\
& -a_{1} a_{2}\left[4 u_{m, n, 0}-2\left(u_{m+1, n+1,1}+u_{m-1, n+1,1}+u_{m+1, n-1,1}+u_{m-1, n-1,1}\right)\right. \\
& +\frac{1}{4}\left(u_{m+2, n+2,2}+u_{m-2, n+2,2}+u_{m+2, n-2,2}+u_{m-2, n-2,2}\right) \\
& \left.+\frac{1}{2}\left(u_{m, n+2,2}+u_{m, n-2,2}+u_{m+2, n, 2}+u_{m-2, n, 2}\right)+u_{m, n, 2}\right] . \tag{2.18}
\end{align*}
$$

For an atom on the edge, $\operatorname{M1M} 1\left(a_{1}, a_{2}\right)$ takes the form

$$
\begin{align*}
\ddot{u}_{m, 0,0}= & -\ddot{u}_{m+1,1,1}-\ddot{u}_{m-1,1,1}-\frac{1}{4}\left(\ddot{u}_{m+2,2,2}+\ddot{u}_{m-2,2,2}+2 \ddot{u}_{m, 2,2}\right) \\
& +\left(a_{1}+a_{2}\right)\left[-4 \dot{u}_{m, 0,0}+\left(\dot{u}_{m+2,2,2}+\dot{u}_{m-2,2,2}+2 \dot{u}_{m, 2,2}\right)\right] \\
& -a_{1} a_{2}\left[16 u_{m, 0,0}-16\left(u_{m+1,1,1}+u_{m-1,1,1}\right)+4\left(u_{m+2,2,2}+u_{m-2,2,2}+2 u_{m, 2,2}\right)\right] \tag{2.19}
\end{align*}
$$

while V1V1 $\left(a_{1}, a_{2}\right)$ reads

$$
\begin{align*}
\ddot{u}_{m, 0,0}=\left(a_{1}\right. & \left.+a_{2}\right)\left[-2 \dot{u}_{m, 0,0}+\left(\dot{u}_{m+1,1,1}+\dot{u}_{m-1,1,1}\right)\right] \\
& -a_{1} a_{2}\left[4 u_{m, 0,0}-4\left(u_{m+1,1,1}+u_{m-1,1,1}\right)+\left(u_{m+2,2,2}+u_{m-2,2,2}+2 u_{m, 2,2}\right)\right] . \tag{2.20}
\end{align*}
$$

For an atom at the corner, $\operatorname{M1M} 1\left(a_{1}, a_{2}\right)$ reads

$$
\begin{align*}
& \ddot{u}_{0,0,0}+2 \ddot{u}_{1,1,1}+\ddot{u}_{2,2,2} \\
= & \left(a_{1}+a_{2}\right)\left[-4 \dot{u}_{0,0,0}+4 \dot{u}_{2,2,2}\right]-a_{1} a_{2}\left[16 u_{0,0,0}-32 u_{1,1,1}+16 u_{2,2,2}\right], \tag{2.21}
\end{align*}
$$

while V1V1 $\left(a_{1}, a_{2}\right)$ reads

$$
\begin{equation*}
\ddot{u}_{0,0,0}=\left(a_{1}+a_{2}\right)\left[-2 \dot{u}_{0,0,0}+2 \dot{u}_{1,1,1}\right]-a_{1} a_{2}\left[4 u_{0,0,0}-8 u_{1,1,1}+4 u_{2,2,2}\right] . \tag{2.22}
\end{equation*}
$$

## 3 Effectiveness of MBC's: reflection coefficient analysis

In $[9,11,19,32,34]$, the reflection coefficients were calculated to check the effectiveness of the corresponding artificial boundary conditions for semi-infinite lattices. For a wave vector $\left(\xi_{x}, \xi_{y}, \xi_{z}\right)$, we consider a downward harmonic wave

$$
\begin{align*}
u_{m, n, l}(t)= & \exp \left\{i\left[\omega\left(\xi_{x}, \xi_{y}, \xi_{z}\right) t+\frac{m}{2} \xi_{x}+\frac{n}{2} \xi_{y}+\frac{l}{2} \xi_{z}\right]\right\} \\
& +\tilde{R} \exp \left\{i\left[\omega\left(\xi_{x}, \xi_{y},-\xi_{z}\right) t+\frac{m}{2} \xi_{x}+\frac{n}{2} \xi_{y}-\frac{l}{2} \xi_{z}\right]\right\} . \tag{3.1}
\end{align*}
$$

In the literature, $\tilde{R}$ denotes the amplitude of the reflected wave. Its modulus $|\tilde{R}|$ is usually called as the reflection coefficient. For the three dimensional BCC lattice, the situation is more complex. Noticing that the group velocity

$$
\begin{equation*}
v_{g}=\left(\frac{\partial \omega}{\partial \xi_{x}^{z}}, \frac{\partial \omega}{\partial \xi_{y}^{z}}, \frac{\partial \omega}{\partial \xi_{z}^{z}}\right) \tag{3.2}
\end{equation*}
$$

identifies the propagation speed of a wave envelope, we observe that $\tilde{R}$ represents the reflection only when $v_{g}$ points inward the atomic domain, i.e., $\partial \omega / \partial \xi_{z}>0$. If $v_{g}$ points outward $\left(\partial \omega / \partial \xi_{z}<0\right)$, then it is $1 / \tilde{R}$ that represents the reflection.

After some calculations, we define the reflection coefficient as follows.

$$
|R|= \begin{cases}\left|\frac{\Delta\left(\xi_{x}, \xi_{y}, \xi_{z}\right)}{\Delta\left(\xi_{x}, \xi_{y},-\xi_{z}\right)}\right|, & \text { if } \frac{\partial \omega}{\partial \xi_{z}} \geq 0  \tag{3.3}\\ \left|\frac{\Delta\left(\xi_{x}, \xi_{y},-\xi_{z}\right)}{\Delta\left(\xi_{x}, \xi_{y}, \xi_{z}\right)}\right|, & \text { if } \frac{\partial \omega}{\partial \xi_{z}}<0\end{cases}
$$

Two characteristic incident angles in the BCC lattice are 0 (normal incidence) and $\arcsin (\sqrt{3} / 3)$. The latter corresponds to incidence along the diagonal of the unit cell. Therefore we consider the corresponding boundary conditions with $a=1$ and $a=\sqrt{3}$, respectively. Numerical test shows that, for either of MBC1, VIC1, MBC1 $-\sqrt{3}$ and VIC1 $-\sqrt{3}$, $|R|$ is not bigger than 1 in the positive half of the first Brillouin zone ( $\left.\xi_{z}>0\right)$. This justifies that all of them may serve as absorbing boundary conditions. We illustrate the reflection coefficients in some planes within the first Brillouin zone. Fig. 3 gives the reflection


Figure 3: Reflection coefficient in the plane $\xi_{x}=0$ : (a) VIC1, (b) MBC1, (c) VIC1- $\sqrt{3}$, (d) MBC1- $\sqrt{3}$.
coefficients in the plane $\xi_{x}=0$. For simplicity and clarity, we only plot a quarter of the plane. We observe that MBC's have better absorbing effect than VIC's, as seen from comparisons between (a) and (b), as well as (c) and (d). Fig. 4 gives the reflection coefficients in the plane $\xi_{z}=\pi$, also a quarter of the plane. Again we observe that MBC's have better absorbing effect than VIC's.

For multi-directional MBC's (2.17), we may prove that the reflection coefficient is

$$
\begin{equation*}
|R|=\left|R_{1}\right|\left|R_{2}\right| \tag{3.4}
\end{equation*}
$$

where $\left|R_{j}\right|$ is reflection coefficient of the unidirectional MBC with $a_{j}$. As an example, Fig. 5 gives the reflection coefficient for $\operatorname{M1M} 1(1, \sqrt{3})$ and $\operatorname{V1V1}(1, \sqrt{3})$ on the plane $\xi_{z}=\pi$. It is clear that the multiplication reduces reflection, and M1M1 $(1, \sqrt{3})$ has better absorbing effect than V1V1 $(1, \sqrt{3})$.

## 4 Numerical examples: wave packet tests

We perform atomic simulations with $40 \times 40 \times 40$ cells ( $-40 \leq m, n, l \leq 40$ ). Four kinds of boundary conditions are used, namely, VIC1, MBC1, V1V1 $(1, \sqrt{3})$ and $\operatorname{M1M1}(1, \sqrt{3})$.


Figure 4: Reflection coefficient in the plane $\xi_{z}=\pi$ : (a) VIC1, (b) MBC1, (c) VIC1- $\sqrt{3}$, (d) MBC1- $\sqrt{3}$.


Figure 5: Reflection coefficient in the plane $\xi_{z}=\pi$ : (a) $\mathrm{M} 1 \mathrm{M} 1(1, \sqrt{3})$, (b) $\mathrm{V} 1 \mathrm{~V} 1(1, \sqrt{3})$.

For time integration of Newton's law, we use a speed Verlet scheme

$$
\left\{\begin{array}{l}
u_{m, n, l}^{j+1}=u_{m, n, l}^{j}+\dot{u}_{m, n, l}^{j} \Delta t+f_{m, n, l}^{j} \frac{\Delta t^{2}}{2},  \tag{4.1}\\
\dot{u}_{m, n, l}^{j+1}=\dot{u}_{m, n, l}^{j}+\frac{\Delta t}{2}\left(f_{m, n, l}^{j}+f_{m, n, l}^{j+1}\right),
\end{array}\right.
$$



Figure 6: Wave propagation on the plane $l=0$ : (a) $t=0$; (b) $t=10$; (c) $t=20$; (d) $t=30$.
with $\Delta t=1 / 64$. We take the following initial condition

$$
\begin{align*}
& u_{m, n, l}(0)= \begin{cases}e^{-r^{2} / 25}\left(\cos \left(r\left(0.5+\frac{\pi}{40}\right)\right)+\cos \left(r\left(0.5-\frac{\pi}{40}\right)\right)\right), & |r| \leq 10 \\
0, & |r|>10\end{cases}  \tag{4.2a}\\
& \dot{u}_{m, n, l}(0)=0 \tag{4.2b}
\end{align*}
$$

where $r^{2}=(m / 2)^{2}+(n / 2)^{2}+(l / 2)^{2}$. This is a sinusoidal wave enveloped by an exponential function.

To make comparison, exact solutions are computed from simulations over a much larger domain. The evolution of the wave packet is illustrated on the central plane $l=0$ in Fig. 6. Due to symmetry, we just present a quarter of the plane. The initial wave propagates outward, reaching the boundary at about $t=20$. At $t=30$, the major part of the wave, except near the corner, has passed through the surface.

Fig. 7 shows the wave profiles at $t=30$ using various boundary conditions. All four boundary conditions provide reasonably good suppression of reflection. MBC's perform better than VIC's. M1M1 $(1, \sqrt{3})$ gives the best performance, indiscernible from the exact solution in Fig. 6(d).

To better illustrate the reflection suppression, we concentrate on the motion of the atom $(38,0,0)$ near the mid-point of the boundary, and the atom $(38,38,0)$ near the corner.


Figure 7: Wave profile on the plane $l=0$ at $t=30$ : (a) $\mathrm{VIC1}$, (b) MBC 1 , (c) $\mathrm{V} 1 \mathrm{~V} 1(1, \sqrt{3})$, (d) $\mathrm{M} 1 \mathrm{M} 1(1, \sqrt{3})$.

For comparison, we plot the results of VIC1, MBC1 and the exact solution. For the atom $(38,0,0)$, the main part of the wave has passed through the boundary from $t=30 \mathrm{on}$. The reflections with MBC1 and VIC1 are not very big, and MBC1 has better absorbing effect. For the atom $(38,38,0)$, specific treatments are desirable for the corner effect [22]. Nevertheless, these two boundary conditions can absorb the incident wave reasonably well.


Figure 8: Displacements of specific atoms: (a) $u_{38,0,0}$, (b) $u_{38,38,0}$.


Figure 9: Total energy for wave packet test with $\xi_{0}=0.5$.

We define the total energy as follows.

$$
\begin{equation*}
E=\frac{1}{2} \sum_{\text {inner }} \dot{u}^{2}+\sum_{i, j, k=o d d} V(i, j, k), \tag{4.3}
\end{equation*}
$$

where

$$
\begin{equation*}
V(i, j, k)=\frac{1}{2} \sum_{|m-i|=1} \sum_{|n-j|=1|l-k|=1} \sum_{m, n, l}\left(u_{i, j, k}\right)^{2} . \tag{4.4}
\end{equation*}
$$

It quantifies the reflection suppression. In Fig. 9, we plot the energy rescaled by the initial value $E_{0}=E(0)$. We observe again that MBC's have better absorbing effect than VIC's.

In summary, for wave profiles and total energy, MBC's perform better than VIC's. The MBC's, especially M1M1 $(1, \sqrt{3})$, handle scalar waves in a satisfactory manner.

## 5 Conclusions

In this paper, we have developed matching boundary conditions for scalar waves in the three dimensional body-centered-cubic (BCC) lattice. The designed MBC's take a form of linear combination of displacements and velocities for selected atoms near the boundary. By matching the dispersion relation, we have designed MBC's perfectly absorbing normal incidence in the long wave limit, and derived the unidirectional MBC's with an incident angle $\alpha$. Furthermore, the multi-directional MBC's have been obtained by using the products of MBC operators. For the designed MBC's, the reflection coefficient is not bigger than 1 in the positive half of the first Brillouin zone ( $\xi_{z}>0$ ). Numerical tests have demonstrated the effectiveness. MBC's perform better than VIC's. The designed M1M1 turns out to be efficient in suppressing numerical reflections.
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