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Abstract. In this paper, we consider an interior penalty discontinuous Galerkin (DG)
method for the time-dependent Maxwell’s equations in cold plasma. In Huang and Li
(J. Sci. Comput., 42 (2009), 321-340), for both semi and fully discrete DG schemes, we
proved error estimates which are optimal in the energy norm, but sub-optimal in the
L%-norm. Here by filling this gap, we show that these schemes are optimally conver-
gent in the L2-norm on quasi-uniform tetrahedral meshes if the solution is sufficiently
smooth.
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1 Introduction

Recently, there is a growing interest in the finite element modeling and analysis of
Maxwell’s equations (see books [7,14,21] and references cited therein). However, most
work are still limited to the simple medium (such as vacuum) case. On the other hand,
dispersive media (whose physical parameters are wavelength dependent) are ubiqui-
tous. Examples include human tissue, soil, snow, ice, plasma, optical fibers and radar-
absorbing materials. Hence the study of how electromagnetic waves interacting with
dispersive media becomes an important subject.

Though the original discontinuous Galerkin (DG) method has been known since its
introduction in 1973 by Reed and Hill, it was only recently that DG regained its popu-
larity in solving various differential equations. It is known that the DG method offers
great flexibility in the mesh construction by allowing different types of elements, non-
matching grids, and even varying polynomial orders. Due to the imposition of weak
continuity across element interfaces, the DG method is easy for parallel implementation.
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A detailed overview of the evolution of the DG methods from 1973 to 1999 is provided
by Cockburn et al. [6]. More details and early references on DG can be found in [2, 6].

Some DG methods have been developed for Maxwell’s equations in the simple
medium case [4,5, 8,9,13,15,22] in the past decade. We like to remark that most of
the DG methods are based on writing the Maxwell’s equations in first-order hyperbolic
systems; while [9,15] treated the Maxwell’s equations in second order vector wave equa-
tion. Some most recent developments of DG methods for wave problems can be found
in the Proceedings of Waves 2009 [3]. However, the study of DG method for Maxwell’s
equations in dispersive media is quite limited. In 2004, a time-domain DG method was
investigated in [20] for solving the first-order Maxwell’s equations in dispersive media.
In 2009, we [16] initiated the analysis of the interior penalty DG method for Maxwell’s
equations in dispersive media. However, the error estimates obtained there is optimal in
the energy norm, but sub-optimal in the L2-norm. In this paper, by borrowing many ideas
from [9,11,12,15] originally developed for the curl-curl operator, we manage to prove the
optimal error estimates in the L?-norm for both semi and fully discrete schemes. Note
that our proof is slightly different from [9, 11, 12,15] by considering that our problem is
a differential-integral equation instead of the standard vector wave equation. For sim-
plicity, we only consider the cold plasma model here, since analysis of other dispersive
media models [17] can be carried out similarly.

By introducing ¢, = (\/m)_1 as the speed of wave propagation in vacuum, we can
rewrite the governing equation for the isotropic nonmagnetized cold electron plasma
model [16, Eq. (1)] as

E+V X (c3VXE)+wiE—J(E)=0, in QxI, (1.1)

where E is the electric field, w), is the plasma frequency, and ] is the polarization current
density represented as

J(x,tE) =] (E)=vw? /0 te_V(t_S)E(x,s)ds, (1.2)

here v > 0 is the electron-neutral collision frequency. In c,, €9 and yg represent the per-
mittivity and permeability in vacuum, respectively. Here I=(0,T) is a finite time interval
and Q) is a bounded Lipschitz polyhedron in R>.

Moreover, we assume that the boundary of () is a perfect conductor so that

nxE=0, on dQxI, (1.3)

where n denotes the unit outward normal of 0Q). Furthermore, we assume that the initial
conditions for (1.1) are given as

E(x,0)=Ep(x) and E;(x,0)=E;(x), (1.4)

where Ey(x) and E;(x) are some given functions.
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The rest of the paper is organized as follows. In Section 2, we describe the semi-
discrete DG formulation for the plasma model, and state the optimal error estimate in
the L>-norm. Detailed proof of the error estimate is given in Section 2.1. In Section 3, a
fully discrete DG scheme is constructed, and the optimal error estimate in the L>-norm.

In this paper, C (sometimes with subindex) denotes a generic constant which is in-
dependent of both the time step T and the mesh size h. Here we denote H*(Q)? for the
standard Sobolev space equipped with the norm ||- ||, . When a =0, we just denote |- ||o
for the L?(Q))? norm. For a time-dependent solution u(x,t), we need the Bochner space

T 1
LP(O,T;H”‘(Q)3):{u:(O,T)—>H"‘(Q)3; (/ |\u(-,t)|\50dt)”<oo}, 1<p<oo,
; ,
endowed with norm

T 1
P
[l rmeom=( [ IuC01Ead)"

When p=co, we define the space L®(0,T;H*(Q))%) equipped with norm

HuHL”(O,T;H“(QP) :O?%XTHM('J) HH“(Q)3'

2 Semi-discrete DG scheme

We consider a shape-regular mesh Ty, that partitions the domain () into disjoint tetrahe-
dral elements {K}, such that Q= ke, K. We denote the diameter of K by hg, and the
mesh size h by h=maxger, hx. Furthermore, we denote the set of all interior faces by F I
the set of all boundary faces by F?, and the set of all faces by F, = F/ UF?. We want to
remark that our optimal L?-norm error estimate is based on a duality argument and in-
verse estimate, hence we need to assume that the mesh be quasi-uniform and the domain
() be convex.
We assume that the finite element space is given by

Vh:{veLz(Q)3: vk € (P(K))?, KETh}, 1>1, 2.1)

where P;(K) denotes the space of polynomials of total degree at most / on K.
A semi-discrete DG scheme can be formed for (1.1): For any t€ (0,T), find E"(-,t) €V,
such that

(Et¢)+an(E",¢)+w)(E",¢)— (J(E"),$) =0, VeV, (2.2)

subject to the initial conditions

E'|i—o=T1Ey, E!;—o=TLE;, (2.3)
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where I'l, denotes the standard L,- projection onto Vj,. Moreover, the bilinear form aj, is
defined on V;, x V}, as

ap(u,0)=)_ /KC%qu-vadx— ) /f[[u]]r{{c%va}}dA

KET, =
_f;h/fﬂv]]r{{cgvXu}}dA—i-f;h/fa[[u]]T'ﬂv]]TdA‘

Here [v] 1 and {{v}} are the standard notation for the tangential jumps and averages of
v across an interior face f =dK™NJK~ between two neighboring elements K and K™:

+ —
[v]r=n"xv"+n" xov~, {{v}}:(v%v), (2.4)
where v* denote the traces of v from within K*, and n* denote the unit outward normal
vectors on the boundaries 0K*, respectively. While on a boundary face f=09KNdQ), we
define [v]r=nxv and {{v}} =v. Finally, a is a penalty function, which is defined on each
face f € Fj, as:

alp=eih ™,

where 71| f =min{hg hig- } for an interior face f =0K* MK~ and 1| = hg for a boundary

face f =dKNdQ. The penalty parameter - is a positive constant and has to be chosen

sufficiently large, which might negatively affect the CFL condition given in (3.6).
Furthermore, we denote the space V(h) = Hy(curl;(2) 4V}, and define the semi-norm

o= Y leoV x|t X [lat [oDr 5,

KeF, feF,

and the DG energy norm by
ol =llwpv 6.0+ [ol:-

In order to carry out the error analysis, we introduce an auxiliary bilinear form 4, on
V(h)xV(h) defined as [11,15]

(o)=Y /KCZZ,qu-vadx— y /f[[u]]T-{{cgnz(va)}}dA

KeT, fet,
_f;h/f[[v]h ST (Vxu) }HdA +f;h/ftl[[u]]7~. [o]rdA,

where I is the Ly-projection onto V). Note that 4;, equals a4, on V;, x V) and is well
defined on Hy(curl; ) x Hy(curl;Q2). To prove the error estimate for our DG scheme, we
need some basic results developed for the curl-curl operator.
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Lemma 2.1. (see [9, Lemma 5]) For -y larger than a positive constant ymin, independent of the
local mesh sizes, we have

@, (u,0)| < Ceont|tt|n|0ln,  an(0,0) > Ceoer|v ]%, u,veV(h),
where Ceont = /2 and Ceper=1/2.
For an element K and any u € (P;(K))3, we have the standard inverse estimate
IV < allox < Chiullox

and the trace estimate :
lulloox < Chy?||ullox,

which, along with Lemma 2.1, yields the following lemma.
Lemma 2.2. For a quasi-uniform mesh Ty, there holds
|y, (w,u)| <Coh 2 ||ullg, ucvy,

where the constant Cy, > 0 depends on the quasi-uniformity constant of the mesh and polynomial
degree 1, but is independent of the mesh size h.

For the standard L?-projection, it is known that

Lemma 2.3. Forany v e H"‘(K)3, >0, K€ Ty, there holds
[o—TT50]Jo < Cl™ 1o .

Our proof for the optimal L? error estimates depends on a Galerkin-type projection
[T, introduced by Grote et al. [11]. Let u € H*(Q)3 with V xue€ H*(Q)3, for a >1/2, then
the projection IT,u € V}, is the solution of

an(Iu—u,v) +w§(Hhu—u,v) =—r(w;v), YoeV,. (2.5)

Here the operator r;, was introduced by Houston et al. [15] as follows: For any v € V()
and any u with Vxue H*(Q)3, a>1/2,

mwo)=Y /[[v]]T-{{]/tO_lVxu—pto_ll—lz(qu)}}dA. (2.6)
feh

Lemma 2.4. (see [11, Lemma 5.3]) For any u€ H* "7 (Q)3 with V x u€ H*(Q)3 for a >1/2,
where o € (1/2,1] is closely related to the reqularity properties of the Laplacian in polyhedra [1].
Then we have the optimal projection error

ot~ Tlynllo < CH™™ D4 ([ + [V ),

where the constant C >0 is independent of the mesh size h. Furthermore, cg =1 when () is convex.
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Theorem 2.1. Let E and E" be the solutions of (1.1) and (2.2), respectively. Then under the
following regularity assumptions

E,E;cL™(0,T;H*":(Q)3), VxE,VxEcL®0,T;H*(Q)?),

for a>1/2, there holds
|E—E"|| (0, 7.12(2y3) < CH™R D HE,

where | > 1 is the degree of the polynomial function in the finite element space (2.1), and the
constant C >0 is independent of h.

Remark 2.1. For smooth solutions on convex domains (so g = 1), Theorem 2.1 gives
optimal error estimate in the L2-norm:

IE=E"|| 1o (0,7.12(05) < CH'

2.1 Proof of Theorem 2.1

For the analytical solution E of (1.1), using integration by parts and the fact that [E]]r =0
across all faces, it is easy to see that [9, pp. 381]:

an(E,v) = (Vx (c32V XE),v)+r,(Ev), YoeV(h).
Hence by (1.1), we obtain
(Ext,v)+y(E,0) +w5(E,0) = (J(E),v)+r,(Ev), YoeV(h). (2.7)

Denote the error e=E—E". Subtracting (2.2) from (2.7), and using the fact that 4 coincides
with a, on V), X V), we can obtain the error equation

(ett,v)—l—ﬁh(e,v)—l—wf,(e,v):(](e),v)—l—rh(E;v), YoeVy, (2.8)
which leads to
rh(E;v)—ﬁh(E—Eh,v):(ett,v)—i-wf,(e,v)—(](e),v), VoeV(h). (2.9)

Using (2.9) and the definition of I'l;, we obtain

((E"—T1,E) 1, 0) +a,(E" ~T1,E,0)
—=((E"—11,E)y,v)+a,(E—IT,E,0) —d,(E—E",0)
=((E"—T1,E)y,v) — w3 (E—T1,E,0) +ry(E;v) —a,(E— E"0)
=((E"—11,E)4,v) —wf,(E—HhE,v) + (ex,v) +w§(e,v) —(J(e),v)
=((E-TI,E),0) +w) (I,E—E",0)— (J (), ). (2.10)
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Integration of (2.10) over [0,t] yields

(" ~T13E),,2)— ((B"~T1,E),(0),0) + [ (" ~ T E,o)t

t

—((E-T1L,E);,0) — ((E—~I1,E);(0),0) +w? /(ths E'o dt—/o o)dt.  (2.11)

Choosing v=E"—II,E in (2.11) and using the fact that ((E—E");(0),0)=0, we can rewrite
(2.11) as

2dtHEh HhEHOJr/ 4, (E" —T1,E,E" — T1,E)dt

—=((E—TI,E);, E" —HhE)—wp/ot(Eh—HhE,Eh—HhE)dt—/Ot(](e),Eh—HhE)dt.

Integrating the previous identity over [0,¢], and using the facts that

ap (E"—1IT,E,E"—11,E) >0, (E"-II,E,E"—TI,E) >0,
we have

I(E" ~T1,E) (1) [[§ — || (E" ~TT,E) (0) I3

§2/Ot((E—1—IhE)t,Eh—HhE)dt—Z/Ot(](e),Eh—HhE)dt

=Erri+Err. (2.12)
By Cauchy-Schwarz inequality and Lemma 2.4, we have

t
Brri< [ (E-TUE)Bdr+ [ " ~11, [ Ra

. t
SCh2(mm(lx,l)+UE) (HEt HLZ(I;H”‘“’E (0)3) + H v X Et H%Z([;Ha(0)3)) +/O HEh _HhEH%dt (213)

By the definition of J, we have

o) B=rewp [ | [etes)as| an
szwf,/a (/Otezv(ts)ds) (/Ot]e(s)]2d5> dQ
4
<522 [ e s

using which, along with the Cauchy-Schwarz inequality and Lemma 2.4, we have

t t
Erra< [ 1) Rat+ [ 1"~ TL.E|jat

t
E—Eh||3dt+/0 | E" —11,E||3dt
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<UeAT-CIRAMNED ) ([, ey ) IV Xl e o)
—i—(prT—i-l)/o |E" —IT,E|2dt. (2.14)
Substituting (2.13) and (2.14) into (2.12) and using Gronwall inequality, we obtain
|(E"~TL,E) (1) < C| (B~ TL,E) (0) 3+ ChR(min(a) 420),
which, along with the triangle inequality, Lemmas 2.3 and 2.4, and the estimate

I(E" ~IL,E)(0) § <2(I|(E"— E) (0) I+ || (E~T1,E) (0)[5)
<CRAmIn@ D) || Eo |l 4 CHA(min(w)+0E) (Il Eo||? 1o, +1IV X Eol[2), (2.15)

which completes the proof.

2.2 Existence and uniqueness

In this subsection, we prove the existence and uniqueness of solutions for both the con-
tinuous model (1.1) and the discrete model (2.2).
First, let us consider the discrete model. Choosing ¢ = E? in (2.2), we obtain

1d

5 2 (B! B-+ay (B E") + 3| E'I3) — ((E"), EF) =0.

Integrating the above, we have
|E? (£)115+an (E" (£), E" () +wi | E* (D)3

=||E’?(0)H%+ah(Eh(0),Eh(0))+w§IIEh(O)H%+2/Ot(I(Eh),E'?)dt~ (2.16)

Using the Cauchy-Schwarz inequality and the definition of J(E), we have
t t
2 [ (") Efar< [ 17" @) ar+ [ 1E" 1)

/ / IE"(5) Hodsdt+/ " (8) et
<— / I () -+ [ 1B ().

Substituting the above estimate to (2.16), then using Lemma 2.1 and the discrete Gronwall
inequality, we have the following stability

L (#)1[5+E" (1) + 1 E" (1117 < | EZ (0) 15 +1E" (0) 3 + | E*(0) 13,
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which implies the uniqueness of solution for (2.2). Since (2.2) is a finite dimensional linear
system, the uniqueness of solution gives the existence immediately.

Now we prove the existence for (1.1). Taking the Laplace transformation of (1.1) and
denoting E(s) as the Laplace transformation of E(t), we have

2 20 2 _
s"E—sE(0)—E(0)+V x (c;V ><E)+wa—1/wps+—VE—0,
which can be rewritten as
s(s*+vs+wh) E+(s+v)V X (5V X E) =s(s+v)E(0) 4 (s+v)E(0). (217)

The weak formulation of (2.17) can be formulated as: Find E € Hy(curl; Q) such that
s(s*+vs+w3) (E¢)+(s+v) (5 VXE, V x¢) = (s(s+v)E(0)+ (s+v)E(0),9)  (2.18)

holds true for any ¢p€ Hy(curl; Q). The existence of a unique weak solution E is guaranteed
by the Lax-Milgram lemma. Taking the inverse Laplace transformation of E leads to the
existence of a unique solution E for (1.1).

3 Fully discrete DG scheme

To define a fully discrete scheme, we divide the time interval (0,T) into N uniform subin-
tervals by points 0=to <t; <--- <ty =T, where t, =kt, and denote the k-th subinterval by
I¥=[t;,tr+1]. Moreover, we define u* =u(-,kt) for 0 <k <N and denote the second-order
central difference operator:

52uk _ (uk—i-l —Zuk-l-uk_l)
T2 '
Now we can formulate a fully explicit scheme for (1.1): For any 1<n<N-—1, find EZH evy

such that
(03E; 0) +ay(Ej,0) + w5 (Ef,0)—(J;,0) =0, VoeV, (3.1)

subject to the initial approximation

2
T
E)=TI,E), E,=E)+7IL,E;+ 5 T12E+(0), (3.2)
where Ej;(0) = — [V x (c2V ><Eo)—|-wf,Eo] is obtained by setting t =0 in the governing
equation (1.1). Furthermore, J; is obtained from the following recursive formula

2

0__ n__ ,—vryn—1 VwP —vTtpn—1 n
__ >
Jn=0, Jy=e V] + T(e"""E} ' +E)), n>1, (3.3)

2

where Ej denotes the finite element solution of E at time t =t¢,,.
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Lemma 3.1. Let J*=J(E(-t;)) be defined by (1.2) and J§ be defined by (3.3). Then for any
1<k<N, we have

k s . .
75 =T[5 <CTY_ || E}, —T1, E || 4 CR2(min(et) o) (ENZ e (g p10 e ()
=0
tr
IV XE o110 (2p) +CT4/O (IEIG+IEAG+Exl§)dt, — (3.4)

where the constant C >0 is independent of both h and .

Proof. From [18, Lemma 3.3], we have

k. , ty
T < CTY B, ~Ell+Cx® [ (IE| B+ |Eu)at
j=0
which easily leads to

k .
1= Jhi<c(L1?) 3 (||~ E3+ 1,5 - B
j=0 j=0

oot ([Fvar) [F 1B+ 1B +1Ea )

gCTrZ | E}, — T, E|[3+ CT2R3min(e+ee) (| |12 (1 H+E (Q)9)

i=0
tk
+ Hv X EHZM([;Hzx(Q)3)) +CTT4/O (HEH%+ HEtH%+ HEttH%)dt/ (35)
where we used the fact that kt <T and Lemma 2.4. O

Theorem 3.1. Let E and E; be the solutions of the problem (1.1) and the finite element scheme
(3.1)-(3.3) at time t and t", respectively. Under the CFL condition

T<2h(\/Cyrwih?) ", (3.6)

where Cy, is the constant of Lemma 2.2. Furthermore, we assume that
E,E;cL™(0,T;H* "t (Q)3), V xXE,V xE; € L®(0,T;H*(Q)?),
E;Ep,EscL®(0,T;L2(Q)%), EscL?(0,T;L2(0)3).

Then there is a constant C >0, independent of both the time step T and mesh size h, such that

max ||E} —E"|o < C(t?4h™n@D+ory >,
1<n<N
Remark 3.1. For smooth solutions on convex domain, we have the optimal L2 error esti-
mate:

max ||E} —E"||o<C(T*+HT1), 1>1.
1<n<N



J. Li / Commun. Comput. Phys., 11 (2012), pp. 319-334 329

3.1 Proof of Theorem 3.1
Denote the error
&= E"— B} = (E" T, E") + (TL,E" — Ef) =" +¢",

where IT,E is the Galerkin projection of E defined by (2.5).
Using the equivalence of a; and 4, on Vj, x V},, and subtracting (3.1) from (2.7) at t=t,,
we obtain

(E}, — 6°T1,E" +8°T1, E" — 6°E},v) +d (E" — T, E" +1T,E" — E},v)
Wy (E" —T,E"+ 11, E" —Ej},0) — (J" —J}i,0) =1, (E";0),
from which and the definition of the Galerkin projection (2.5), we have
(0%¢",0)+an(¢",0)+ws(¢",0) = (" 0)+(J"—Jiv), YoeV,, (3.7)

where we denote
r=0*(I,E")—E};, 1<n<N-L.

Summing (3.7) from n=1to n=m, 1 <m <N -1, and multiplying the resultant by 7, we
have

() () it e

n=1
m m
=T E (Tn ZJ E Ih’
n=1 n=1
which can be rewritten as
¢m+1 _(Pm m
<f,v) —l—iih(cbm,v)—l—wf,(cbm,v Z I"—T;.0), (3.8)
where we introduced notations
m m 1_ 40
'=0, P"=1) ¢", R'"=1) 1", o=@ ) Tf ), (3.9)

Choosing v=1(¢"+¢" 1) €V}, in (3.8), and summing the resultant from m=0to m=n—1,
1<n<N, we have

lo" 15— llg" Ho+r2ah "+ )+ 1w Z (@",9"+9"")

=0

—T Z Rm,(P +¢m+l +T2 Z Z I Ihlcp +¢m+l) (310)

m=0k=
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From (3.9), we see that
T<¢m _|_<Pm+1) :q>m+1 —CI)m71,
using which and the definition ®° =0, we have

n—1 —
T Z (q>m,¢m+¢m+1 Z [ qu q>m+1 <q>m71,q>m)]
m=0

m=
(q)n 1 q)n) (q) CI)O) (q)n 1q)n)
[(q)nfl_i_q)n’q)nfl_i_q)n)_(q)n_q)nfllq)n_q)nfl)}

n n—1 gn n—1 Tz |2
(@ =@, =" ) =~ [j¢" . (311)
Similarly, we have

n—1
v % (@ g ) = - (g9,

m=0

substituting which and (3.11) into (3.10), we obtain
72 72
19" 15— 2 (9"¢") = wpll9"llo

<[l¢° Ho+r2 (R™,¢" +¢™ ) +r222 JE=T5¢" +¢™ ). (3.12)

m=0k=
Before we continue the proof, we need two lemmas for estimating O and 7", n>1.

Lemma 3.2. For 1<n<N-—1, we have

CT, min tn1 tn1
HrnHOS;[h (ﬂ,l)+UE[ (HEHH'X+JE(Q)3+HVXEHH'X(QP)dt—i_TZ/i: HEf4H0dti|’

n-1 n-1
where the constant C >0 is independent of h and T.
Proof. By the definition of ", 1 <n <N —1, we have

I lo= 116> (11,E") — Eft lo < [|6* (11 — D) E" [lo + |6 E" — Efi o. (3.13)
By the following inequality [19, Lemma 4.1]

1 tpy1
l6%u" o< ;/ et (1) lodt,  Vue H2([0,TLL2(€)°%),

n—1

we have

1 ftest

H52(Hh—1)E”Ho§;/t ||(TT, — I) Eye || odt
n—1

CHmin(®)+0E 1ty

Sf/t (IEl goree s + IV X E| g ay3) it (3.14)

n—1
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Using the identity [19, Eq. (20)]:
2.on 1 b 3 1 3
P~y = — [/ (E—to_1) ut4dt+/t (tps1—1) ut4dt],

tp—1

we deduce that

T (tr+1
1PE ~Eflo < [ IEwloat. (315)
n—1
The proof completes by substituting the estimates (3.14) and (3.15) into (3.13). O

Lemma 3.3. There holds
C min
170 < = [h ODFE (| Egl| o e (023 + |V X Eel| oo (110022 ) + 72| o HL‘X’(I;LZ(Q)3)} ,
where the constant C >0 is independent of h and 7.
Proof. For any v € vh, using the fact that (E0 - Eo,v) =0, we obtain

(¢ —¢"0) =(I,E' ~ E},v) — (IE° ~ Ej0)
=(TI,E' —~E'"+E'-E},v)— (TT,E°—E°+ E°— E) ,v)
=((IT,—I)(E' —E°),v) +(E'—E}v). (3.16)

By Lemma 2.4, we have
f
(T =D(E'=E)0)| =| [ @ = DE(5),0)ds
<CTh™ O DFE (| Ey| o ypeer () + |V X Eill Lo (im0 009)) 12 lo- 3.17)

Using Taylor expansion

72 1 rh
E1:E0+TEt(O)+?Ett(O)+E/O (T_S)ZEftf(‘,s)ds
and the definition of E}Z, we have
1_ gl 1t 2 13
(E'-EL o) <5 [ (=P I(Eu(-9),0)lds< 57 | Enlisquazplelo (19

Choosing v=¢' —¢° € V" in (3.16) and using the estimates (3.17) and (3.18), we obtain

1
17llo=—51l9" = ¢"llo
<<

<= |:hmin(06,l)+U’E (HEt H Loo(I;Ha+ffE(Q)3) + H V X Et HL‘X’(I;H"‘(Q)S)) —|—T2 HEt3 HL°°(I;L2(Q)3)] ’

which completes the proof. O
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Now we can continue our error estimate. From Lemmas 3.2 and 3.3, we have
m
IR™[lo < Tl [lo+7 Y I [lo < CT>+ChminteDFer,
n=1
from which and the arithmetic-geometric mean inequality, we yield
n—1
T E (Rm,¢m+¢m+l)
m=0
n—1
<t ) IR [lollg™+¢" o
m=0
n—1 Lo T n—1 5
<t L 10" +9" 1+ 45 X IRV
<76y - 22 9™ 13+ 11" +1[5) + ZC T2 prin(ed) )2

=0

<T51(Z4||¢ I3+211¢" ||o)+— (T ptminiadre)), (3.19)

Similarly, from Lemma 3.1, we have

nfl m '
Y YT TR e
m=0k=1
n—1 m
S Z( a5, 11— Thg+ealle™ - 3)
=0k=1
CT?r ' m m 2(min(a,l)+0E)
<ol v Y By - TLE"[f+h +7t]

m=0
o (T 4l +20071R). (3.20)
m=0
Using estimate (2.15), we have

19°llo < IIT1,E® — E°lo+ | E® — Ej o < CH™M (¥, (3.21)

Substituting (3.19)-(3.21) into (3.12), using Lemma 2.2, the CFL condition (3.6) and using
the discrete Gronwall inequality, we have

19" |3 < CrAmin(@l+ee) 4 cgt,

which, along with the triangle inequality and Lemma 2.4, completes the proof of Theorem
3.1.
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