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Abstract. An all speed scheme for the Isentropic Euler equations is presented in this
paper. When the Mach number tends to zero, the compressible Euler equations con-
verge to their incompressible counterpart, in which the density becomes a constant. In-
creasing approximation errors and severe stability constraints are the main difficulty
in the low Mach regime. The key idea of our all speed scheme is the special semi-
implicit time discretization, in which the low Mach number stiff term is divided into
two parts, one being treated explicitly and the other one implicitly. Moreover, the flux
of the density equation is also treated implicitly and an elliptic type equation is derived
to obtain the density. In this way, the correct limit can be captured without request-
ing the mesh size and time step to be smaller than the Mach number. Compared with
previous semi-implicit methods [11,13,29], firstly, nonphysical oscillations can be sup-
pressed by choosing proper parameter, besides, only a linear elliptic equation needs to
be solved implicitly which reduces much computational cost. We develop this semi-
implicit time discretization in the framework of a first order Local Lax-Friedrichs (or
Rusanov) scheme and numerical tests are displayed to demonstrate its performances.
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1 Introduction

Singular limit problems in fluid mechanics have drawn great attentions in the past years,
like low-Mach number flows, magneto-hydrodynamics at small Mach and Alfven num-
bers and multiple-scale atmospheric flows. As mentioned in [17], the singular limit
regime induces severe stiffness and stability problems for standard computational tech-
niques. In this paper, we focus on the simplest Isentropic Euler equations and propose a
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numerical scheme that is uniformly applicable and efficient for all ranges of Mach num-
bers.

The problem under study is the Isentropic Euler equations







∂tρǫ+∇·
(

ρǫuǫ

)

=0,

∂t(ρǫuǫ)+∇
(

ρǫuǫ⊗uǫ

)

+
1

ǫ2
∇pǫ =0,

(1.1)

where ρǫ,ρǫuǫ is the density and momentum of the fluid respectively and ǫ is the scaled
Mach number. This is one of the most studied nonlinear hyperbolic systems. For stan-
dard applications, the equation of state takes the form

p(ρ)=Λργ , (1.2)

where Λ,γ are constants depending on the physical problem.
It is rigorously proved by Klainerman and Majda [15, 16] that when ǫ→0, i.e., when

the fluid velocity is small compared with the speed of sound [3], the solution of (1.1)
converges to its incompressible counterpart. Formally, this can be obtained by inserting
the expansion

ρǫ =ρ0+ǫ2ρ(2)+··· , (1.3a)

uǫ =u0+ǫ2u(2)+··· , (1.3b)

into (1.1) and equate the same order of ǫ. The limit reads as follows [15, 18]:

ρ=ρ0, (1.4a)

∇·u0 =0, (1.4b)

∂tu0+∇
(

u0⊗u0

)

+∇p(2) =0. (1.4c)

Here p(2) is a scalar pressure which can be viewed as the Lagrange multiplier of the
incompressibility constraint. In view of the discussion of [17,18], p0 is the thermodynamic
pressure, which is uniform in the low Mach number limit, and p(2) is the hydrodynamic
pressure. Low Mach number flows are flows which are slow compared with the speed
of sound. In such a situation, pressure waves become very fast and, in the zero Mach
number limit, an instantaneous pressure equalization takes place [24, 25].

For atmosphere-ocean computing or fluid flows in engineering devices, when ǫ is
small in (1.1), standard numerical methods become unacceptably expensive. Indeed, (1.1)
has wave speeds of the form

λ=uǫ±
1

ǫ

√

p′(ρǫ),

where p′(ρǫ) is the derivative with respect to ρǫ. If a standard hyperbolic solver is used,
the CFL requirement is ∆t=O(ǫ∆x). Moreover in order to maintain stability, the numer-
ical dissipation required by the hyperbolic solver is proportional to |λ|. If |λ|=O(1/ǫ),



P. Degond and M. Tang / Commun. Comput. Phys., 10 (2011), pp. 1-31 3

in order to control the diffusion, we need to have ∆x=o(ǫr), where r is some appropriate
constant. Thus the stability and accuracy highly depend on ǫ.

Our aim is to design a method whose stability and accuracy is independent of ǫ and
which will be applicable for Mach numbers ranging from very small to order one val-
ues. Such a method is referred to as an ”all-speed scheme”. The design of an all-speed
scheme is primarily a mathematical and numerical issue. Indeed, on the one-hand, the
scheme must capture the shocks which can develop in the finite Mach number case but,
on the other hand, it has to be uniformly stable and accurate when the Mach number
tends to zero i.e., close to the incompressible regime. These are two somehow antagonist
demands which are hard to fulfil simultaneously. The goal of this paper is to present and
validate the basic concepts of a scheme having such features in a simplified framework.
To this aim, it is preferable to use a simplified model which carries all the mathematical
difficulties, even at the price of a less physically realistic description. We will use the
isentropic Euler model which exhibits both finite and small Mach number regimes and is
a perfect laboratory for this problem. Of course, the physical relevance of the isentropic
model for large number flows can be questioned. In a future work, we will demonstrate
that the present numerical strategies stay valid in the more physically realistic case of the
full Euler model.

The idea is to find an asymptotic preserving (AP) method, i.e., a method which gives
a consistent discretization of the Isentropic Euler equations (1.1), when ∆x,∆t resolve ǫ,
and a consistent discretization of the incompressible limit (1.4), when ǫ→0 (∆x,∆t being
fixed). The efficiency of AP schemes at the low Mach number regime can be proved
similarly as in [9]. The key idea of our all speed scheme is a specific semi-implicit time
discretization, in which the low Mach number stiff term is divided into two parts, one
part being treated explicitly and the other one implicitly. Moreover, the flux of the density
equation is also treated implicitly. For the space discretization, when ǫ is O(1), even if the
initial condition is smooth, shocks will form due to the nonlinearity of the div

(

ρǫuǫ⊗uǫ

)

term and shock capturing methods should be employed here.

In the literature, lots of efforts have been made to find numerical schemes for the
compressible equations that can also capture the zero Mach number limit [1, 6, 11, 24,
25]. In [1], Bijl and Wesseling split the pressure into thermodynamic and hydrodynamic
pressure terms and solve them separately. Similar to this approach, the multiple pressure
variable (MPV) method was proposed by Munz et al. in [24,25]. There is also some recent
work by Hauck et al. [11]. Their approach involves specific splitting of the pressure term.
We avoid using this splitting, the proper design of which seems very crucial in some
cases.

Similar ideas can be found in the Implicit Continuous-Fluid Eulerian (ICE) method,
which is designed to adapt incompressible flow computation techniques using staggered
meshes to the simulation compressible flows. The method was first introduced by Har-
low and Amsdan in 1965 and 1971 [12,13]. It has been used to simulate single phase fluid
dynamic problems with all flow speeds. They introduce two parameters in the continuity
equation and the momentum equation to combine information from both previous and
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forward time steps. However this method is not conservative, which leads to discrep-
ancies in the shock speeds. Additionally it suffers from small wiggles when there are
moving contact discontinuities. The first problem was solved by an iterative method, for
example SIMPLE [26], or PISO [14]. In some recent work, Heul and Wesseling also find
a conservative pressure-correction method [29]. All these methods are based on the so
called MAC staggered mesh in order to be consistent with the staggered grid difference
method for the incompressible Euler equations [13]. Specifically, if we write the simpli-
fied ICE technique presented in [2] in conservative form, we are led to the semi-discrete
framework:















ρ∗ǫ−ρn
ǫ

∆t
+∇·(ρǫuǫ)n =0,

(ρǫuǫ)∗−(ρǫuǫ)n

∆t
+∇(ρn

ǫ un
ǫ ⊗un

ǫ )=0,

(1.5a)















ρn+1
ǫ −ρ∗ǫ

∆t
+∇·

(

(ρǫuǫ)n+1−(ρǫuǫ)∗
)

=0,

(ρǫuǫ)n+1−(ρǫuǫ)∗

∆t
+

1

ǫ2
∇p(ρn+1

ǫ )=0.

(1.5b)

By substituting the gradient of the second equation of (1.5b) into its first equation and
using the results of the first equation (1.5a), ρǫ can be updated by solving an elliptic
equation which does not degenerate when ǫ→0.

We use a similar idea in our method. However, we do not use the predictor-corrector
procedure but we rather discretize the problem in a single step. We use standard shock
capturing schemes which guarantee the conservativity and the desired artificial viscos-
ity. We only use implicit evaluations of the mass flux and pressure gradient terms to
ensure stability and we provide an extremely simple way to deal with the implicitness.
Additionally, we propose a modification of the implicit treatment of the pressure equa-
tion. Indeed, using a similar idea as in [11], we split the pressure into two parts and put
αp(ρǫ) into the hyperbolic system, where α is a suitable parameter between 0 and 1/ǫ2.
This makes the first system strictly hyperbolic and therefore, much more stable (if α = 0
the hyperbolic system is only weakly hyperbolic and develops weak instabilities which
grow like a power of the time). The choice of this parameter α depends on the time
and space steps and on the specific problem. As long as the solution does not involve
any shock (be it in the low or finite Mach number regimes), α can be chosen equal to 0.
However, when dealing with strong shocks, α must be increased. Ideally, the choice of α
should be made dependent on space and time. In the present paper, in order to provide
a reliable assessment of the role of α, it is kept constant in space but can depend on time.
The investigation of strategies which would allow α to depend on both space and time is
deferred to future work.

The numerical results show the advantage of our method in the following sense:

• The method is in conservative form and can capture the right shock speeds.
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• Compared with previous semi-implicit methods [11, 13, 29], only a linear elliptic equation needs
to be solved implicitly which reduces much computational cost.

• The non-physical oscillations [10] can be suppressed by choosing the proper value of the parameter

which determines the fraction of implicitness used in the evaluation of the pressure gradient term.

In this paper we only use the first order Local Lax-Friedrichs (or Rusanov) scheme [22,
28]. Higher order space and time discretizations will be subject of future work. The main
objective of this work is to show that the semi-discrete time discretization provides a
framework for developing AP methods for singular limit problems. Similar ideas can be
extended to the full Euler equations and more complicated fluid model and have also
been used in other contexts such as quasi neutrality limits [4, 7] and magnetized fluids
under strong magnetic fields [5].

The organization of this paper is as follows. Section 2 exposes the semi-implicit
scheme and its capability to capture the incompressible limit is proved. The detailed
one dimensional and two dimensional fully discretized schemes and their AP property
are presented in Sections 3 and 4 respectively. In Section 5, how to choose the ad-hoc
parameter is discussed and finally, some numerical tests are given in Section 6 to discuss
the stability and accuracy of our scheme. The efficiency at both the compressible and
low Mach number regime are displayed. Finally, we conclude in Section 6 with some
discussion.

2 Time semi-discrete scheme

Let ∆t be the time step,
tn =n∆t, n=0,1,··· ,

and let the ”n” superscript denote the approximations at tn. The semi-discrete scheme
for the nth time step is

ρn+1
ǫ −ρn

ǫ

∆t
+∇·(ρǫuǫ)

n+1 =0, (2.1a)

(ρǫuǫ)n+1−(ρǫuǫ)n

∆t
+div

(

ρn
ǫ un

ǫ ⊗un
ǫ +αp(ρn

ǫ )
)

+
1−αǫ2

ǫ2
∇p(ρn+1

ǫ )=0, (2.1b)

where α is an ad-hoc parameter, which satisfies α ≤ 1/ǫ2. The choice of α depends on
the space and time steps and on the fluid speed. When the shock is strong, α should be
bigger, which means that the system should be more explicit to follow the discontinuity
more closely. We discuss the choice of α for specific equations of state in this paper and
test its effect numerically. It depends on the required accuracy, the small parameter ǫ and
the shock amplitude in a sometimes quite complex way.

Rewriting the momentum equation (2.1b) as

(ρǫuǫ)
n+1 =(ρǫuǫ)

n−∆t∇
(

ρn
ǫ un

ǫ ⊗un
ǫ +αp(ρn

ǫ )
)

−∆t
1−αǫ2

ǫ2
∇p(ρn+1

ǫ )
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and substituting it into the density equation, one gets

ρn+1
ǫ −∆t2 1−αǫ2

ǫ2
∆p(ρn+1

ǫ )=φ(ρn
ǫ ,un

ǫ), (2.2)

which is an elliptic equation that can be solved relatively easily. Here

φ(ρn
ǫ ,un

ǫ )=ρn
ǫ −∆t∇·(ρn

ǫ un
ǫ)+∆t2∇·∇

(

ρn
ǫ un

ǫ ⊗un
ǫ +αp(ρn

ǫ )
)

. (2.3)

The Laplace operator in (2.2) can be approximated by ∇
(

p′(ρn
ǫ )∇ρn+1

ǫ

)

and (2.2) becomes

ρn+1
ǫ −∆t2 1−αǫ2

ǫ2
∇·
(

p′(ρn
ǫ )∇ρn+1

ǫ

)

=φ(ρn
ǫ ,un

ǫ ). (2.4)

The diffusion term

∆t2 1−αǫ2

ǫ2
∇·
(

p′(ρn
ǫ )∇ρn+1

ǫ

)

plays the role of a numerical viscosity term (see Section 5), when ∆t/ǫ2 ≪ 1, this ad-
ditional diffusion is of the same order as that introduced by standard shock capturing
schemes. However, when ∆t/ǫ2 ≫1, this term contributes to relax the solution towards
the incompressible limit.

When we implement this method, ρn+1
ǫ can be obtained from (2.2) first and un+1

ǫ is
then computed using the momentum equation (2.1b) afterwards. Therefore, apart from
the resolution of the elliptic equation (2.4), the scheme only involves explicit steps.

We now show that the scheme (2.1a) and (2.1b) is asymptotic preserving. We intro-
duce the formal expansion

ρn
ǫ (x)=ρn

(0)c+ǫρn
(1)(x)+ǫ2ρn

(2)(x)+··· , (2.5a)

un
ǫ =un

(0)(x)+ǫun
(1)(x)+··· . (2.5b)

In the sequel, the ”c” in the index means that the quantity is independent of space. When
∆x, ∆t are fixed and ǫ goes to 0 in (2.2), we formally have ∆p(ρn+1

0 ) = 0, which implies

that ρn+1
0 is independent of space, where ρn+1

0 is the limit of ρn+1
ǫ when ǫ→ 0. Thus we

have
ρn+1

(0)c
−ρn

(0)c

∆t
+∇·

(

ρ(0)cu(0)

)n+1
=0 (2.6)

by equating the O(1) terms in the density equation (2.1a). Integrating (2.6) over the
computational domain, one gets

|Ω|
ρn+1

(0)c
−ρn

(0)c

∆t
=−ρn+1

(0)c

∫

Ω
∇·
(

u(0)

)n+1
=−ρn+1

(0)c

∫

∂Ω
n·un+1

(0)
. (2.7)

As discussed in [11], for wall boundary condition, periodic boundary condition and open
boundary condition, (2.7) gives

ρn+1
(0)c

=ρn
(0)c, (2.8)
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that is ρ0 is also independent of time. Thus (2.6) also implies

∇·un+1
(0)

=0. (2.9)

Then, by using the fact that the curl of the gradient of any scalar field is always zero, the
curl of the O(1) terms of the momentum equation (2.1b) becomes

∇×
un+1

(0)
−un

(0)

∆t
+∇×∇

(

un
(0)⊗un

(0)

)

=0. (2.10)

Thus
un+1

(0)
−un

(0)

∆t
+∇

(

un
(0)⊗un

(0)

)

+∇pn
(2) =0, (2.11)

where pn
(2) is some scalar field.

Eqs. (2.8), (2.9) and (2.11) are the semi-discretization in time of (1.4) and thus the
scheme (2.1a) and (2.1b) is consistent with the low Mach number limit ǫ→0 of the original
compressible Euler equations. This statement is exactly saying that the scheme is AP. We
can see that, in order to obtain the stability and AP properties, it is crucial to treat the flux
in the density equation (2.1a) implicitly.

Letting U =(ρǫ,ρǫuǫ)T, we can write (2.1a), (2.1b) abstractly as

Un+1−Un

∆t
+∇·F

(

Un+ 1
2
)

+QUn+1 =0, (2.12)

where

F(Un+ 1
2 )=

(

(ρǫuǫ)n+1

ρn
ǫ un

ǫ ⊗un
ǫ +αp(ρn

ǫ )

)

, Q=

(

0 0

1−αǫ2

ǫ2 ∇p(ρn+1
ǫ ) 0

)

. (2.13)

Here p is an operator on ρǫ and Un+1/2 reminds that the flux is partly implicit and partly
explicit.

This semi-discretization gives us a framework for developing AP schemes that can
capture the incompressible limit. Now we are left with the problem of how discretiz-
ing the space variable. Because shocks can form, considerable literature has been de-
voted to the design of high resolution methods that can capture the correct shock speed.
Upwind schemes and central schemes are among the most widely used Godunov type
schemes [19–21].

In the following section, we propose a space discretization of the second term of (2.12)
using an upwind solver, while that of the third term of (2.12) uses a central scheme. The
implicitness of the density flux is treated by combining it with the momentum equation
which results in a discrete elliptic equation for the density ρn+1. In the present work,
for the sake of simplicity, we only consider an upwind scheme based on the first order
Rusanov scheme with local evaluation of the wave-speed in the current and neighboring
cell.
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3 Full time and space discretization: one dimensional case

For simplicity, we consider the domain Ω=[0,1]. Using a uniform spatial mesh with ∆x=
1/M, M being an positive integer, the grid points are defined as xj = j∆x, j = 0,1,··· ,M,
and U =(ρǫ,ρǫuǫ), where uǫ now becomes a scalar and we use uǫ to denote the velocity
in one dimension.

The flux and Jacobian matrix of (2.12) become

F(U)=

(

ρǫuǫ

ρǫu2
ǫ+αp(ρǫ)

)

, F′(U)=

(

0 1

−u2
ǫ+αp′(ρǫ) 2uǫ

)

, (3.1)

so, the wave speeds are

λ=uǫ±
√

αp′(ρǫ). (3.2)

Let Uj be the approximation of U(xj) and let

Aj+ 1
2
(t)=max

{

|λj|,|λj+1|
}

. (3.3)

These are the local maximal wave-speeds in the current and neighboring cells. We dis-
cretize (2.12) in space as follows:

Un+1
j −Un

j

∆t
+Dx

j F
(

Un+ 1
2
)

+
1

2

(

Aj− 1
2
Dx

j−−Aj+ 1
2
Dx

j+

)

Un+QjU
n+1 =0, (3.4)

where

Dx
j u=

uj+1−uj−1

2∆x
, Dx

j+u=
uj+1−uj

∆x
, Dx

j−u=
uj−uj−1

∆x
, (3.5a)

Fj(Un+ 1
2 )=

(

(ρǫuǫ)
n+1
j

(ρǫu2
ǫ)

n
j +αp(ρn

ǫj)

)

, QjU
n+1 =

(

0

1−αǫ2

ǫ2 Dx
j p(ρn+1

ǫ )

)

. (3.5b)

Let

qǫ =ρǫuǫ, (3.6a)

Fn
ρǫ j = Dx

j qn
ǫ +

1

2

(

Aj− 1
2
Dx

j−−Aj+ 1
2
Dx

j+

)

ρn
ǫ , (3.6b)

Fn
qǫ j = Dx

j

( qn2
ǫ

ρn
ǫ

+αp(ρn
ǫ )
)

+
1

2

(

Aj− 1
2
Dx

j−−Aj+ 1
2
Dx

j+

)

qn
ǫ . (3.6c)

We can rewrite the momentum discretization in (3.4) as follows:

qn+1
ǫj =qn

ǫj−∆tFn
qǫ j−∆t

1−αǫ2

ǫ2
Dx

j p(ρn+1
ǫ ). (3.7)
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By substituting (3.7) into the density equation in (3.4), one gets

ρn+1
ǫj − (1−αǫ2)∆t2

4ǫ2∆x2

(

p
(

ρn+1
ǫj+2

)

−2p
(

ρn+1
ǫj

)

+p
(

ρn+1
ǫj−2

)

)

= Dφ(ρn
ǫ ,qn

ǫ ), (3.8)

where

Dφ(ρn
ǫ ,qn

ǫ )=ρn
ǫ −∆tFn

ρǫ j+∆t2Dx
j Fn

qǫ
(3.9)

is a discretization of φ(ρn
ǫ ,un

ǫ) in (2.3). We notice that (3.8) is a discretization of the elliptic
equation (2.4). We can update qn+1

ǫ through (3.7) afterwards.
To obtain ρn+1

ǫ in (3.8), a nonlinear system of equations needs to be solved. One possi-
ble way to simplify it is to replace ∇p(ρn+1

ǫ ) by p′(ρn
ǫ )∇ρn+1

ǫ , so that the following linear
system is obtained:

ρn+1
ǫj − (1−αǫ2)∆t2

4ǫ2∆x2

(

p′(ρn
ǫj+1)

(

ρn+1
ǫj+2−ρn+1

ǫj

)

−p′(ρn
ǫj−1)

(

ρn+1
ǫj −ρn+1

ǫj−2

)

)

= Dφ(ρn
ǫ ,qn

ǫ ). (3.10)

This is a five point scheme which is too much diffusive, especially near the shock. One
possible improvement is that instead of (3.10), we use the following three points dis-
cretization

ρn+1
ǫj − (1−αǫ2)∆t2

ǫ2∆x2

(

p′(ρn
ǫj+1)

(

ρn+1
ǫj+1−ρn+1

ǫj

)

−p′(ρn
ǫj)
(

ρn+1
ǫj −ρn+1

ǫj−1

)

)

= Dφ(ρn
ǫ ,qn

ǫ ). (3.11)

The second term of (3.11) leads to a first order approximation of ∂xx p(ρ) which is in con-
servative form and consequently, will generate a consistent approximation of the shock
speeds. Using a higher order approximation is unnecessary since the other parts of the
scheme are also first order. After obtaining ρn+1

ǫ , we can substitute it into (3.7) to get qn+1
ǫj .

To summarize, three schemes are proposed here: (3.8), (3.7); (3.10), (3.7) and (3.11),
(3.7). To investigate the AP property, we take (3.7) and (3.10) as an example. The proofs
for the other two schemes are similar. By substituting the following expansion

ρn
ǫj =ρn

(0)c+ǫ2ρn
(2)j+··· , qn

ǫj =qn
(0)c+ǫqn

(2)j+··· , (3.12)

into (3.10), the O(1/ǫ2) terms give that ρn+1
(0)j

= ρn+1
(0)c

is constant in space by using the

periodic boundary condition, and thus:

ρn+1
ǫj =ρn+1

(0)c
+ǫ2ρn+1

(2)j
+··· .

Summing (3.10) over all the grid points, one gets

ρn+1
(0)c

=ρn
(0)c =ρ(0)c, (3.13)

which implies that ρ0 is independent of time and space. Thus, the O(1) terms of (3.10)
are

p′(ρn
(0)c)

(

ρn+1
(2)j+2

−ρn+1
(2)j

)

−p′(ρn
(0)c)

(

ρn+1
(2)j

−ρn+1
(2)j−1

)

=0,
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by recalling that the O(1) terms of both ρn
ǫ and qn

ǫ are constant in space. Then the periodic
boundary condition gives

ρn+1
(2)j

=ρn+1
(2)c

, (3.14)

which gives that ρn+1
(2)

is also independent of space. Therefore from (1.2) and (3.7),

qn+1
(0)j

=qn
(0)j =qn

(0)c. (3.15)

In one dimension, (3.13) is the discretization of (2.8), (2.9) and (2.11) when periodic
boundary conditions apply and thus is consistent with the incompressible limit. In fact
all the three methods proposed here are AP.

4 Full time and space discretization: two dimensional case

We consider the domain Ω = [0,1]×[0,1]. For M1,M2 two positive integers, we use a
uniform spatial mesh ∆x=1/M1, ∆y=1/M2. The grid points are

(xi,yj)=(i∆x, j∆y), i=0,··· ,M1; j=0,··· ,M2.

Now

U =(ρǫ,ρǫuǫ1,ρǫuǫ2)
T =(ρǫ,qǫ1,qǫ2)

T,

and Ui,j is the numerical approximation of U(xi,yj). Let

G1(U)=







ρǫuǫ1

ρǫu2
ǫ1+αp(ρǫ)

ρǫuǫ1uǫ2






, G2(U)=







ρǫuǫ2

ρǫuǫ1uǫ2

ρǫu2
ǫ2+αp(ρǫ)






, (4.1)

Q=
1−αǫ2

ǫ2







0 0 0

∂x p 0 0

∂y p 0 0






.

Eq. (2.12) can be written as

∂tU+∂xG1(U)+∂yG2(U)+QU =0.

Denote

G1(Un+ 1
2 )=







(ρǫuǫ1)
n+1

ρn
ǫ (un

ǫ1)
2+αp(ρn

ǫ )

ρn
ǫ un

ǫ1un
ǫ2






, G2(Un+ 1

2 )=







(ρǫuǫ2)n+1

ρn
ǫ un

ǫ1un
ǫ2

ρn
ǫ (un

ǫ2)
2+αp(ρn

ǫ )






,
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and

Q̃ij =









0 0 0

1−αǫ2

ǫ2 Dx
ij p̂ 0 0

1−αǫ2

ǫ2 D
y
ij p̂ 0 0









,

with p̂(ρǫ)= p(ρǫ) an operator of ρǫ and

Dx
iju=

ui+1j−ui−1j

2∆x
, D

y
iju=

uij+1−uij−1

2∆y
.

Now the eigenvalues of the two one dimensional Jacobians are

λ(1) =uǫ1,uǫ1±
√

αp′(ρǫ), λ(2) =uǫ2,uǫ2±
√

αp′(ρǫ).

The fully discrete scheme for the two dimensional problem is

Un+1
ij −Un

ij

∆t
+Dx

ijG1(Un+1/2)+
1

2

(

Ai− 1
2 ,jD

x
ij−−Ai+ 1

2 ,jD
x
ij+

)

Un

+D
y
ijG2(Un+1/2)+

1

2

(

Ai,j− 1
2
D

y
ij−−Ai,j+ 1

2
D

y
ij+

)

Un+Q̃ijU
n+1 =0, (4.2)

where

Dx
ij−u=

uij−ui−1j

∆x
, Dx

ij+u=
ui+1j−uij

∆x
, (4.3a)

D
y
ij−u=

uij−uij−1

∆y
, D

y
ij+u=

uij+1−uij

∆y
, (4.3b)

An
i+ 1

2 ,j
=max

{

|λ(1)
ij |,|λ(1)

i+1,j|
}

, An
i,j+ 1

2
=max

{

|λ(1)
ij |,|λ(1)

i,j+1|
}

. (4.3c)

Expressing qǫ = (qǫ1,qǫ2)T like in (3.7), similar as in one dimension, we can substitute
the expressions of qn+1

ǫ1ij ,qn+1
ǫ2ij into the density equation and get the following discretized

elliptic equation

ρn+1
ǫij − (1−αǫ2)∆t2

4ǫ2

( 1

∆x2

(

p(ρn+1
ǫi+2,j)−2p(ρn+1

ǫi,j )+p(ρn+1
ǫi−2,j)

)

+
1

∆y2

(

p(ρn+1
ǫi,j+2)−2p(ρn+1

ǫi,j )+p(ρn+1
ǫi,j−2)

)

)

= Dφij(ρn
ǫ ,qn

1ǫ,qn
2ǫ), (4.4)
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where

Dφij(ρn
ǫ ,qn

ǫ1,qn
ǫ2)=ρn

ǫ −∆t
(

Dx
ijq

n
ǫ1+D

y
ijq

n
ǫ2+

1

2

(

Ai− 1
2
Dx

ij−−Ai+ 1
2 ,jD

x
ij+

+Ai,j− 1
2
D

y
ij−−Ai,j+ 1

2
D

y
ij+

)

ρn
ǫ

)

+∆t2
(

Dx
ijD

x
ij

(

ρn
ǫ (un

ǫ1)
2

+αp(ρn
ǫ )
)

+D
y
ijD

y
ij

(

ρn
ǫ (un

ǫ2)
2+αp(ρn

ǫ )
)

+(Dx
ijD

y
ij

+D
y
ijD

x
ij)ρn

ǫ un
ǫ1un

ǫ2+
1

2
Dx

ij(Ai− 1
2 ,jD

x
ij−−Ai+ 1

2 ,jD
x
ij+)qn

ǫ1

+
1

2
D

y
ij(Ai− 1

2 ,jD
x
ij−−Ai+ 1

2 ,jD
x
ij+)qn

ǫ2+
1

2
Dx

ij(Ai,j− 1
2
D

y
ij−

−Ai,j+ 1
2
D

y
ij+)qn

ǫ1+
1

2
D

y
ij(Ai,j− 1

2
D

y
ij−−Ai,j+ 1

2
D

y
ij+)qn

ǫ2

)

. (4.5)

After obtaining ρn+1
ij by (4.4), qn+1

ǫ1ij ,qn+1
ǫ2ij can be computed by the momentum equation

afterwards.
Similar to the one-dimensional case, the modified diffusion operator using a reduced

stencil is as follows:

ρn+1
ǫij −∆t2 1−αǫ2

ǫ2
×
[ 1

∆x2

(

p′(ρn
ǫi,j+1)

(

ρn+1
ǫi,j+1−ρn+1

ǫi,j

)

−p′(ρn
ǫi,j)
(

ρn+1
ǫi,j −ρn+1

ǫi,j−1

)

)

+
1

∆y2

(

p′(ρn
ǫi+1,j)

(

ρn+1
ǫi+1,j−ρn+1

ǫi,j

)

−p′(ρn
ǫi,j)
(

ρn+1
ǫi,j −ρn+1

ǫi−1,j

)

)]

=Dφ(ρn
ǫ ,qn

ǫ1,qn
ǫ2). (4.6)

Now we prove the AP property of our fully discrete scheme. Here only well-prepared
initial conditions are considered, which means that there will be no shock forming in the
solution. Then α can be chosen to be 0 to minimize the introduced numerical viscosity.
Assuming that the expansions of ρǫ,uǫ in (2.5) hold at time tn, when ǫ→0, the O(1/ǫ2)
terms of (4.6) give

1

∆x2

(

p′(ρn
(0)i,j+1)

(

ρn+1
(0)i,j+1

−ρn+1
(0)i,j

)

−p′(ρn
(0)i,j)

(

ρn+1
(0)i,j

−ρn+1
(0)i,j−1

)

)

+
1

∆y2

(

p′(ρn
(0)i+1,j)

(

ρn+1
(0)i+1,j

−ρn+1
(0)i,j

)

−p′(ρn
(0)i,j)

(

ρn+1
(0)i,j

−ρn+1
(0)i−1,j

)

)

=0. (4.7)

When using periodic boundary conditions, one gets ρn+1
(0)ij

= ρn+1
(0)c

from (1.2). The time

independence of ρn+1
(0)

, similar to the one dimensional case, can be obtained by summing

(4.6) over all the grid points. Accordingly we have

ρn+1
ǫij =ρn

(0)c+ǫ2ρn+1
(2)ij

+··· . (4.8)

To prove the limiting behavior of uǫ1,uǫ2, we do not want to use the density equa-
tion because the diffusion operator with reduced stencil does not allow us to find the
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corresponding density equation. Therefore, we consider the O(1) term of (4.6),

ρn+1
(0)ij

−∆t2×
[ 1

∆x2

(

p′(ρn
(0)c)

(

ρn+1
(2)i+1,j

−ρn+1
(2)i,j

)

−p′(ρn
(0)c)

(

ρn+1
(2)i,j

−ρn+1
(2)i−1,j

)

)

+
1

∆y2

(

p′(ρn
(0)c)

(

ρn+1
(2)i,j+1

−ρn+1
(2)i,j

)

−p′(ρn
(0)c)

(

ρn+1
(2)i,j

−ρn+1
(2)i,j−1

)

)]

=Dφ
(

ρn
(0),q

n
(0)1,qn

(0)2

)

. (4.9)

Moreover, noting the fact that

Dx
ij p(ρn+1

ǫ )=Dx
ij p
(

ρn
(0)c+ǫ2ρn+1

(2) +o(ǫ2)
)

=Dx
ij p
(

ρn
(0)c

)

+ǫ2Dx
ij

(

ρn+1
(2) p′(ρn

(0)c)
)

+o(ǫ2)

=ǫ2Dx
ij

(

ρn+1
(2) p′(ρn

(0)c)
)

+o(ǫ2), (4.10)

and similarly,

D
y
ij p(ρn+1

ǫ )=ǫ2D
y
ij

(

ρn+1
(2)

p′(ρn
(0)c)

)

+o(ǫ2),

the O(1) terms of the momentum equations of (4.2) become

qn+1
(0)1ij

−qn
(0)1ij

∆t
+Dx

ij

(q2
(0)1

ρ0

)n
+D

y
ij

(q(0)1q(0)2

ρ0

)n
+

1

2

(

Ai− 1
2 ,jD

x
ij−−Ai+ 1

2 ,jD
x
ij+

+Ai,j− 1
2

D
y
ij−−Ai,j+ 1

2
D

y
ij+

)

q01 = Dx
ij

(

p′(ρn+1
(0)c

)ρn+1
(2)

)

, (4.11a)

qn+1
(0)2ij

−qn
(0)2ij

∆t
+Dx

ij

(q(0)1q(0)2

ρ0

)n
+D

y
ij

(q2
(0)2

ρ0

)n
+

1

2

(

Ai− 1
2 ,jD

x
ij−−Ai+ 1

2 ,jD
x
ij+

+Ai,j− 1
2

D
y
ij−−Ai,j+ 1

2
D

y
ij+

)

q(0)2 = D
y
ij

(

p′(ρn+1
(0)c

)ρn+1
(2)

)

. (4.11b)

Comparing (4.9) with ∆t∗(Dx
ij(4.11a)+D

y
ij(4.11b)), one gets

Dx
ijq

n+1
(0)1

+D
y
ijq

n+1
(0)2

=O(∆x∆t), (4.12)

which is an approximation of (2.9). Moreover, it is obvious that (4.11) is a discretization
of (2.11). Thus we obtain a full discretization of (1.4) in the limit ǫ → 0. Therefore, the
two-dimensional scheme is also AP.

Remark 4.1. Defining a discrete curl of a vector q by Dx
ijq2−D

y
ijq1, we find that the discrete

curl of the right-hand side of (4.11a) and (4.11b) is zero. Since the last term of the left-hand
side is O(∆x), and since the leading order density is uniform (see (4.8)), Eqs. (4.11a) and
(4.11b) express that the discrete convection operator applied to the velocity vector u is the
discrete gradient of a vector field up to terms of order O(∆x). Therefore, the incompress-
ible limit of the discrete system has the same structure as the continuous incompressible
Euler equations.
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5 Choice of the parameter α

Numerically, we find some nonphysical oscillations when α = 0. These oscillations can
even be more severe when the time-step ∆t is reduced and are produced by too small
a numerical diffusion. Increasing the numerical diffusion motivates the explicit-implicit
decomposition of the pressure term, which is controlled by the parameter α. In this sec-
tion, we illustrate how to choose ∆t and the parameter α by considering the simple state
equation

p(ρǫ)=ρǫ. (5.1)

In this context, the fully discrete scheme (3.4) in one dimension can be written as















ρn+1
ǫj −ρn

ǫj

∆t
+Dx

j (qn+1
ǫ −qn

ǫ )+Fn
ρǫ j =0,

qn+1
ǫ −qn

ǫ

∆t
+Fn

qǫ j+
1−αǫ2

ǫ2
Dx

j ρn+1
ǫ =0,

(5.2)

where Dx
j is the centered difference (3.5a). By substituting Dx

j

(

qn+1
ǫ −qn

ǫ

)

from the second

equation of (5.2) into the first one, one gets Eqs. (3.8) and (3.9).
Let us consider the density equation (3.8), (3.9) for instance. The two terms

− (1−αǫ2)∆t

4ǫ2∆x2

(

ρn+1
ǫj+2−2ρn+1

ǫj +ρn+1
ǫj−2

)

, −∆tDx
j Fqǫ (5.3)

behave like additional diffusion terms which stabilize the scheme even for large time
steps. In order to quantify these diffusion terms, we compare with a standard explicit
Rusanov scheme. We refer to [21] for a general discussion of numerical viscosity.

For simplicity, we first consider a scalar hyperbolic equation

∂tu+∂x f (u)=0.

The corresponding explicit Rusanov scheme is

un+1
j −un

j

∆t
+

Fun
j+ 1

2

−Fun
j− 1

2

∆x
=0, (5.4)

where Fuj+1/2 is the numerical flux as follows

Fun
j+ 1

2
=

1

2

(

Fun+
j+ 1

2

+Fun−
j− 1

2

)

=
1

2

(

f (un
j+1)+ f (un

j )
)

− 1

2
An

j+ 1
2
(un

j+1−un
j ),

where

Fun+
j+ 1

2

= f (un
j )+An

j+ 1
2
un

j , Fun−
j+ 1

2

= f (un
j+1)−An

j+ 1
2
un

j+1,

An
j+ 1

2
=max

{

| f ′(un
j )|,| f ′(un

j+1)|
}

. (5.5)
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Let

A=max
{∣

∣

∣
f ′
(

u
(

x−∆x

2

))∣

∣

∣
,
∣

∣

∣
f ′
(

u
(

x+
∆x

2

))∣

∣

∣

}

.

The local truncation error of the flux Fu at x+∆x/2 is:

LFu= f (u)−∆x

2
Aux+O(∆x2),

and that of (5.4) becomes

L(x,t)=ut+
∆t

2
utt+( f (u))x−

∆x

2
(Aux)x+O(∆x2)+O(∆t2). (5.6)

Comparing with the standard space-centered finite difference discretization, which is
known to be unstable, the diffusion term

−∆x

2
(Aux)x

has the effect of stabilizing the scheme.

We now use this analysis and postulate that our semi-implicit scheme is stable as soon
as its numerical viscosity is larger than that of the standard Rusanov scheme (of course,
it is only a sufficient condition, not a necessary one). By extending the previous analysis
to the Isentropic Euler equations (1.1) in one space dimension, the standard Rusanov
scheme leads to diffusion terms respectively equal to

∆x

2
∂x

((

|un
ǫ |+

1

ǫ

)

∂xρn
ǫ

)

and
∆x

2
∂x

((

|un
ǫ |+

1

ǫ

)

∂xqn
ǫ

)

, (5.7)

for the mass and momentum equations.

Let us now consider the AP-scheme (5.2). We first consider the diffusion for the den-
sity equation. There are two diffusion terms which come from the O(∆t) terms (5.3) and
which can be written as

−∆t
1−αǫ2

ǫ2
∂xxρn+1

ǫ +O(∆t∆x), −∆t∂xx

(qn2
ǫ

ρn
ǫ

+αρn
ǫ

)

+O(∆t∆x).

A third one is encompassed in Dx
j Fρǫ , and is equal to

−∆x

2
∂x

(

(|un
ǫ |+

√
α)∂xρn

ǫ

)

(plus higher order terms, according to the previous analysis, and the fact that the viscosity
terms for the AP scheme are given by (3.2) and (3.3)). By noting that

ρn+1
ǫ =ρn

ǫ −∆tDx
j qn+1

ǫ +O(∆t∆x), (5.8)
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then

−∆t
1−αǫ2

ǫ2
∂xxρn+1

ǫ −∆t∂xx(αρn
ǫ )=−∆t

ǫ2
∂xxρn

ǫ −
1

ǫ2
O(∆t2).

The diffusion terms for ρǫ now is

∆x

2
∂x

(

(|un
ǫ |+

√
α)∂xρǫ

)

+
∆t

ǫ2
∂xxρn

ǫ +∆t∂xx(ρn
ǫ un2

ǫ ) (5.9)

plus some higher order terms.
Now, we focus on the momentum equation. From (5.8), the diffusion for qǫ is

∆x

2
∂x

(

(|un
ǫ |+

√
α)∂xqn

ǫ )+∆t
1−αǫ2

ǫ2
∂xxqn

ǫ (5.10)

plus some higher order terms. Here (5.10) is a scalar in one dimension and a vector in
higher dimension.

Now, we assume that a sufficient condition for stability of the AP-scheme is that

(i) the diffusion coefficients involved in (5.9) and (5.10) are larger than those involved
in the classical Rusanov scheme (5.7),

(ii) the CFL condition for the explicit part of the scheme is satisfied.

Condition (i) leads to

1

2

(

|un
ǫ |+

√
α
)

∆x+
1−αǫ2

ǫ2
∆t≥ 1

2

(

|un
ǫ |+

1

ǫ

)

∆x,

that is

∆t≥ 1

2
ǫ∆x

1

1+
√

αǫ
. (5.11)

Condition (ii) gives

∆t≤σ
∆x

max
{

|un
ǫ |+

√
α
} , (5.12)

where σ is the Courant number which is 1 theoretically. Then the parameter α should
satisfy

∆x

2∆t
− 1

ǫ
≤
√

α≤ σ∆x

∆t
−max

{

|un
ǫ |
}

(5.13)

according to (5.11) and (5.12). We note that this is possible only if the following constraint
on ∆t is satisfied

max
{

|un
ǫ |
}

+
∆x

2∆t
≤ σ∆x

∆t
+

1

ǫ
. (5.14)

This condition suggests that we must restrict to Courant numbers σ>0.5 (in practice, we
choose σ = 0.8). Indeed, if σ≤ 0.5, there are some situations where, whatever the choice
of α, it is impossible to match (5.11), i.e., to produce enough numerical diffusion. These
situations are those where max

{

|un
ǫ |
}

>1/ǫ. So, this is why we choose σ >0.5, because,
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with this choice, such a situation never occurs. Now, noting that α ≤ 1/ǫ2, the biggest
possible α is

min
{ 1

ǫ2
,
(

σ
∆x

∆t
−max|un

ǫ |
)2}

. (5.15)

If we determine α from (5.15) with σ>0.5, ∆t can always be small enough to make (5.14)
hold. Note that the smallness condition on ∆t does not destroy the AP character of the
scheme because the required threshold for ∆t deduced from (5.12) is obviously indepen-
dent of ǫ when ǫ is small.

In summary, the strategy is to choose α according to (5.15). In the numerical tests, we
exhibit the corresponding results by setting σ = 0.8. We will see that, when α is chosen
according to this strategy, more dissipation is introduced when ∆t becomes small and the
oscillations are suppressed.

6 Numerical results

Three numerical examples will allow us to test the performances of the proposed schemes.
In fact, three schemes are proposed in Sections 3 and 4, for example in one dimension:
the scheme (3.4) without linearizing ∇p(ρn+1

ǫ ) is denoted by ”NL”. We need to use
Newton iterations to solve the nonlinear system. When ∇p(ρn+1

ǫ ) is approximated by
p′(ρn

ǫ )∇ρn+1
ǫ , the elliptic system becomes linear. This scheme is represented by ”L”. ”LD”

denotes the scheme with the narrower stencil (3.11). Here we use well-prepared initial
conditions of the form (1.3) and give three examples, each having different purposes:

• Show the differences between the three schemes and investigate their stability and convergence.
Test the effect of the parameter α by comparing to the ICE scheme and illustrate the advantage of the
AP-property numerically. Finally give the properties of ”LD” when α is chosen as in (5.15).

• Simulate the collision of two acoustic waves.

• Provide a two dimensional example.

In the one-dimensional case, let the computational domain be [a,b] and the mesh size
be ∆x. The grid points are

xj = a+(j−1)∆x.

In the following tables, the L2 norm of the relative error between the reference solutions
u and the numerical ones U

e(U)=
‖U−u‖L2

‖u‖L2

=
1
M

(

∑j |Uj−u(xj)|2
)

1
2

1
Me

(

∑i |u(xi)|2
)

1
2

are displayed.
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Example 6.1. p(ρǫ) and the initial conditions are chosen as chosen as

p(ρǫ)=ρ2
ǫ,

ρǫ(x,0)=1, qǫ(x,0)=1− ǫ2

2
, x∈ [0,0.2]∪ [0.8,1],

ρǫ(x,0)=1+ǫ2, qǫ(x,0)=1, x∈ (0.2,0.3],

ρǫ(x,0)=1, qǫ(x,0)=1+
ǫ2

2
, x∈ (0.3,0.7],

ρǫ(x,0)=1−ǫ2, qǫ(x,0)=1, x∈ (0.7,0.8].

This example consists of several Riemann problems. Shocks and contact discontinuities
are stronger when ǫ is bigger. We first check the different behaviours of the three schemes
(3.8), (3.10) and (3.11) by setting α=1. The CFL condition for the linearized reduced sten-
cil scheme (3.11) is discussed in (ii) and a fixed Courant number independent of ǫ is found
numerically. Compared with the first order ICE method using Rusanov discretization for
(1.5a), the improvement resulting from the removal of nonphysical oscillation that our
scheme produces is shown. We investigate the effect of α for different values of ǫ in (iii).
In (iv), when α=1, we numerically test the uniform convergence order. The AP property
and its advantages are demonstrated in (v) by comparing with the fully explicit Rusanov
scheme for the initial Isentropic Euler equations (1.1). Finally, in (vi) the strategy (5.15)
for choosing α as a function of ∆t is tested.

When ǫ = 0.1, the initial density and momentum are displayed in Fig. 1 and we can
see the discontinuities clearly.
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Figure 1: Example 6.1. When ǫ=0.1, the initial density and momentum are displayed.

(i) In this example, we choose ǫ = 0.8, 0.3, 0.05 corresponding to the compressible,
intermediate and incompressible regimes. Setting α=1, the numerical results at T =0.05
of ”NL”, ”L” and ”LD” are represented in Fig. 2. Here ∆t is chosen to make all these
three schemes stable and diminishing ∆t only will not improve much the numerical ac-
curacy. The reference solution is calculated by an explicit Rusanov method [19, 20] with
∆x = 1/500,∆t = 1/20000. We can see that all these three methods can capture the right
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Figure 2: Example 6.1. When T =0.05,∆x=1/200,∆t=1/2000, the density and momentum of the ”NL”, ”L”
and ”LD” schemes for the isentropic Euler equations are represented respectively by dashed, dash dotted, and
dotted lines. The solid line is the reference solution calculated by an explicit Rusanov method [19, 20] with
∆x =1/500,∆t=1/20000. a): ǫ =0.8; b): ǫ =0.3; c): ǫ =0.05. Left: density; Right: momentum. For all ǫ’s,
these three lines are so close to each other that ”-.-.” and ”...” are not visible in the figure.

shock speed. The results of the three schemes are quite close, which implies that the lin-
earization idea does simplify the scheme but the ”LD” scheme does not really introduce
less diffusion. When ǫ is small, though we can no longer capture all the details of the
waves, the error is of the order ∆x which is the maximum information one can expect.
Numerically, for different scales of ǫ, there is not much difference between these three
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methods. Thus in the following one dimensional examples, we only test the performance
of the ”LD” scheme.

(ii) Because of the explicit treatment of the flux terms in the momentum equation, the
stability of the ”LD” scheme can be only guaranteed under the following CFL condition

∆t≤σmin
i

{ ∆x

|ui|+
√

αp′(ρǫ)

}

, (6.1)

here 0 < σ < 1 is the Courant number and is set up at initialization. Consistently with
the fact that these three methods are AP, the Courant number does not depend on ǫ.
Indeed, below, we numerically verify that σ is independent of ǫ. For ǫ = 0.8, 0.3, 0.05,
the numerical Courant numbers are displayed in Table 1 and we can see numerically that
the biggest allowed max{u}∆t/∆x are close to 1 for all ǫ’s. Therefore, σ =0.8 is enough
to guarantee stability and is numerically shown to be independent of ǫ. By contrast, the
explicit Rusanov scheme for the original Euler equations has a stability condition which
becomes more and more restrictive as ǫ goes to zero. Thus the CFL condition of the
standard hyperbolic solver ∆t=O(ǫ∆x) is considerably improved.

Table 1: Example 6.1. The numerical Courant numbers for different ǫ. Here max{λ} denotes the maximum of
max{λj} defined in (3.2) until T =0.1 for all time steps.

ǫ maxλ ∆x stable∆t ∆x
∆t u ∆t

∆x
0.8 4.24 1/100 1/340 3.40 1.25
0.8 6.35 1/200 1/970 4.85 1.31
0.8 6.58 1/400 1/2420 6.05 1.09
0.8 6.70 1/800 1/5460 6.82 0.982
0.3 2.64 1/100 1/260 2.60 1.02
0.3 2.70 1/200 1/510 2.55 1.06
0.3 2.76 1/400 1/1000 2.50 1.10
0.3 2.81 1/800 1/2050 2.56 1.10

0.05 2.43 1/100 1/260 2.60 0.93
0.05 2.44 1/200 1/490 2.45 1.00
0.05 2.45 1/400 1/960 2.40 1.02
0.05 2.46 1/800 1/1920 2.40 1.03

(iii) The classical ICE method even in its conservative form introduces some non-
physical oscillations, no matter how small the time step is. These oscillations cannot be
diminished by decreasing the time step. Their amplitude becomes smaller as the mesh
is refined as long as the scheme is stable. In this part we show that our method can
suppress these oscillations numerically by choosing α = 1. When T = 0.01, for ǫ = 0.8,
0.3, 0.05, the numerical results of both our method with α = 1 and ICE calculated by
∆x = 1/200,∆t = 1/20000 are displayed in Fig. 3. The oscillations are more pronounced
for the ICE method and are smoothed away when α = 1. We can see that numerical
nonphysical oscillations occur in the results of the ICE method when ǫ=0.8, 0.3, but dis-
appear when ǫ becomes small. This can also be seen from (5.9) and (5.10). When ǫ is
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Figure 3: Example 6.1. When T = 0.01, the density and momentum for different ǫ are presented. The solid
and dashed lines are the numerical results of our scheme and the ICE method with ∆x =1/200, ∆t=1/20000
respectively. a): ǫ=0.8; b): ǫ=0.3; c): ǫ=0.05.
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small the diffusion introduced by the implicitness is bigger. These oscillations also go
away as time goes on due to dissipation.

(iv) When α = 1, the relative errors of the ”LD” scheme for different ∆x, ∆t at time
T = 0.1 are shown in Table 2. Here ∆x, ∆t do not need to resolve ǫ and the reference
solution is obtained by the explicit Rusanov scheme calculated with a very fine mesh
∆x = 1/1280, ∆t = 1/128000. We can see that good numerical approximations can be
obtained without resolving the small ǫ. The convergence order is 1/2 when ∆t/∆x is
fixed, uniformly with respect to ǫ. This convergence order when there are discontinuities
is the same as the explicit Rusanov scheme [21]. We can see from Table 2 that refining
the time step does not improve the accuracy much (provided the Courant number is
appropriately small, like σ = 0.8). Take ǫ = 0.8 as an example. When ∆x = 1/320, in
order to obtain stability, ∆t should be less than 1/1920. It is demonstrated in Table 2 that
the error calculated with ∆x = 1/320 does not decrease much when ∆t is changed from
1/2880 to 1/12800. Thus as long as the scheme is stable, we cannot use a smaller ∆t to
obtain a better accuracy. This feature is the same as for standard hyperbolic solvers.

Table 2: Example 6.1. T = 0.1, the L2 norm of the relative error between the reference solution which is
calculated with a very fine mesh ∆x = 1/1280, ∆t = 1/128000 and the numerical results for different ǫ with
different ∆x,∆t are displayed.

ǫ ∆x ∆t e(ρǫ) ratio e(pǫ) ratio

0.8 1/20 1/180 9.739∗10−1 - 1.197 -

0.8 1/40 1/360 5.959∗10−1 1.63 7.484∗10−1 1.16

0.8 1/80 1/720 3.467∗10−1 1.72 4.180∗10−1 1.31

0.8 1/160 1/1440 1.985∗10−1 1.75 2.048∗10−1 1.36

0.8 1/320 1/2880 1.126∗10−1 1.76 8.477∗10−2 1.79

0.8 1/320 1/12800 1.126∗10−1 - 8.539∗10−2 -

0.05 1/20 1/70 4.679∗10−3 - 1.355∗10−1 -

0.05 1/40 1/140 3.305∗10−3 1.42 9.574∗10−2 1.42

0.05 1/80 1/280 2.353∗10−3 1.40 6.758∗10−2 1.42

0.05 1/160 1/560 1.655∗10−3 1.42 4.430∗10−2 1.53

0.05 1/320 1/1120 1.094∗10−3 1.51 2.538∗10−2 1.75

0.05 1/320 1/12800 6.012∗10−4 - 9.303∗10−3 -

(v) In this part, we are concerned with the AP property. For ǫ =0.005, the numerical
results at T =0.01 with unresolved mesh ∆x=1/20, ∆t=1/500 and resolved mesh ∆x=
1/2000, ∆t = 1/5000 are displayed in Fig. 4, while the fully explicit Rusanov scheme is
not stable with the same mesh size. We do capture the incompressible limit when ∆x,∆t
do not resolve ǫ.

(vi) Now we test the strategy (5.15) for choosing α. We set σ = 0.8. The numerical
results at both the compressible and incompressible regimes for different values of ∆t
are displayed in Fig. 5. As for example (i), the reference solutions are calculated by an
explicit Rusanov scheme with ∆x=1/500, ∆t=1/20000. We can see that the oscillations
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Figure 4: Example 6.1. By using the ”LD” scheme, the density (left) and momentum (right) for ǫ = 0.005 at
T =0.01 are represented. The circles are the results for ∆x =1/20, ∆t=1/500 and the solid line is calculated
with ∆x=1/2000, ∆t=1/5000.
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Figure 5: Example 6.1. By using the ”LD” scheme, at T = 0.01, the density and momentum for ǫ = 0.8 and
0.05 are presented. The dotted and dash dotted lines are the numerical results of ∆x=1/200,∆t=1/1000 and
∆x=1/200, ∆t=1/20000 respectively and the solid lines represent the reference solution calculated by explicit
Rusanov scheme with very fine mesh. a): ǫ=0.8; b): ǫ=0.05.
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disappear as long as ∆t is small enough to make the scheme stable. Moreover, it is easy to
check that the explicit Rusanov scheme is no longer stable when ǫ=0.05 and ∆x=1/200,
∆t = 1/1000. Therefore, when we choose α as in (5.15), the oscillations are suppressed
and the possibility of using large time and space steps (compared to ε) is preserved.

Example 6.2. In this example we simulate the evolution of two collision acoustic waves
by the ”LD” scheme and test the convergence. We choose α=1, ǫ=0.1, ∆x=1/100, ∆t=
1/1000. Here ∆t is chosen to stabilize the scheme and decreasing ∆t alone will not im-
prove much the numerical accuracy. Similar to Klein’s paper [17], p(ρǫ) and the initial
conditions are chosen as

p(ρǫ)=ρ1.4
ǫ , for x∈ [−1,1],

ρǫ(x,0)=0.955+
ǫ

2

(

1−cos(2πx)
)

, qǫ(x,0)=−sign(x)
√

1.4
(

1−cos(2πx)
)

.

The initial density and momentum are displayed in Fig. 6.
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Figure 6: Example 6.2. When ǫ=0.1, the initial density and momentum are displayed.

For ǫ=0.1, the numerical results of the ”LD” scheme at different times T are shown in
Fig. 7. The initial data approximate two acoustic pulses, one right-running and one left-
running. They collide and their superposition gives rise to a maximum in the density.
Then the pulses separate again. This procedure is demonstrated clearly in Fig. 7.

Example 6.3. In this example, we show numerical results for the two dimensional case.
Let p(ρ)=ρ2, and the computational domain be (x,y)∈[0,1]×[0,1]. Because no shock will
form in this example, we choose α=0 and the initial condition as follows:

ρ(x,y,0)=1+ǫ2 sin2
(

2π(x+y)
)

,

qǫ1(x,y,0)=sin
(

2π(x−y)
)

+ǫ2sin
(

2π(x+y)
)

,

qǫ2(x,y,0)=sin
(

2π(x−y)
)

+ǫ2cos
(

2π(x+y)
)

.

The initial conditions for ǫ = 0.8 and numerical results at T = 1 calculated with ∆x =
1/20, ∆t = 1/80 are shown in Fig. 8. Numerical tests show that a similar CFL condition
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Figure 7: Example 6.2. When ǫ = 0.1, the density and momentum of the ”LD” scheme at different times are
represented: a): T =0.01; b): T =0.02; c): T =0.04; d): T =0.06; e): T =0.08. All these pictures correspond
to ∆x=1/50, ∆t=1/1000.
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Figure 8: Example 6.3. When ǫ = 0.8, the initial density and momentum (left) and the numerical result with
∆x=1/20,∆t=1/80 at time T =1 (right) are represented. a): ρǫ; b): qǫ1; c): qǫ2.

is required as for the one-dimensional case. When ǫ = 0.05 at time T = 1, the numerical
results with an unresolved mesh ∆x=1/20, ∆t=1/80 and a resolved mesh ∆x=1/80, ∆t=
1/320 are displayed in Fig. 9. We can see that the results using the coarse mesh are much
”smoother” than the one using the refined mesh. In this example the amplitude decay
due to numerical diffusion cannot be ignored. When a coarse mesh is used, the first order
method is known to have dissipation. This is mainly due to the numerical diffusion term,
which smoothes out the solution. This phenomenon not only happens when ǫ is small
but also when ǫ is O(1). We can also see from Fig. 9 that when ǫ is small, Dxqǫ1+Dyqǫ2

is close to 0.
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Figure 9: Example 6.3. When ǫ=0.05, the numerical result with ∆x=1/20,∆t=1/80 (left) and ∆x=1/80,∆t=
1/320 (right) at time T =1 are represented respectively. a): ρǫ; b): Dxqǫ1+Dyqǫ2; c): qǫ1; d): qǫ2.
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Figure 10: Example 6.3. The numerical results of the incompressible Euler limit using ∆x=1/20,∆t=1/80 with
(left) and without (right) viscosity at time T=1 are represented. a): the first element of the velocity u(0)1; b):

the second element of the velocity u(0)2.

As a comparison, the numerical solutions of the incompressible limit (1.4) with and
without numerical viscosity are shown in Fig. 10. The latter is obtained by a difference
method based on a staggered grid configuration [13]. This staggered difference method is
attractive for incompressible flows, since no artificial terms are needed to obtain stability
and suppress the oscillations. Because of the stable pressure-velocity coupling, solutions
with almost no viscosity can be obtained. The viscosity introduced here is of the form
A∆x/2 where A is given by (4.3c). We can see that the amplitude of the wave decays
as time evolves even though the viscosity is only O(∆x). In the limit of ǫ → 0, (4.11)
generates a discretization of the incompressible limit with O(∆x) numerical diffusion
terms. This is why the results for ∆x = 1/20, ∆t = 1/80 in Fig. 9 are close to those with
viscosity in Fig. 10. When the meshes are refined, less diffusion is introduced and the
solution becomes closer to the solution with no viscosity. The scheme indeed catches the
incompressible Euler limit and good numerical approximations can be obtained without
resolving ǫ, which confirms the AP property that is proved in Section 4. However we
need to take care of the numerical diffusion when coarse meshes are used. One possible
way to improve this is to use less diffusive shock capturing schemes at first order or
higher order schemes using the MUSCL strategy for instance [8,19,20], or to use staggered
grid discretizations.
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7 Conclusions

We propose an all speed scheme for the Isentropic Euler equations. The key idea is the
semi-implicit time discretization, in which the low Mach number stiff pressure term is di-
vided into two parts, one being treated explicitly and the other one implicitly. Moreover,
the flux of the density equation is also treated implicitly. The parameter which tunes the
explicit-implicit decomposition of the pressure term allows to suppress the nonphysical
oscillations. We have provided a strategy for the choice of this parameter; this strategy
depends on the time step and the fluid velocity. In future work, we will consider the
possibility of making this parameter space-dependent, which will lead to an improved
local fine-tuning of the scheme.

The numerical results show that the oscillations around shocks of O(ǫ2) strength can
be suppressed by choosing α as in (5.15). The low Mach number limit of the time semi-
discrete scheme becomes an elliptic equation for the pressure term, so that the density
becomes a constant when ǫ→0. In this way, the incompressible property is recovered in
the limit ǫ→ 0. Implemented with proper space discretizations, we can propose an AP
scheme which can capture the incompressible limit without the need for ∆t, ∆x to resolve
ǫ.

In this paper we demonstrate the potential of this idea by using the first order Ru-
sanov scheme with local evaluation of the wave speeds. Though this first order method
is quite dissipative, we can observe that the scheme is stable independently of ǫ and that
the CFL condition is ∆t=O(∆x) uniformly in ǫ. It can also capture the right incompress-
ible limit without resolving the Mach number. Higher order space discretizations like the
MUSCL method [8, 19, 20] can be built into this framework. This is the subject of current
work.

This paper provides a framework for the design of a class of all speed schemes. Com-
pared with the ICE method [12, 13] and some recent work by Jin et al. [11], the idea is
simpler and more natural. This framework is a step towards the more physical case of
the full Euler equations and flows with variable densities and temperatures. These ex-
tensions and applications [23] will be the subject of future work.
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