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#### Abstract

The finite element method is a promising method for electronic structure calculations. In this paper, a new parallel mesh refinement method for electronic structure calculations is presented. Some properties of the method are investigated to make it more efficient and more convenient for implementation. Several practical issues such as distributed memory parallel computation, less tetrahedra prototypes, and the assignment of the mesh elements carried out independently in each sub-domain will be discussed. The numerical experiments on the periodic system, cluster and nano-tube are presented to demonstrate the effectiveness of the proposed method.
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## 1 Introduction

The finite-element (FE) method has attracted much attention for electronic structure calculations. Using the compactly supported piecewise polynomials functions, the method allows for variable resolution in real space and produces well structured sparse matrices. Therefore it is very suitable for parallel implementation. On the other hand, the FE method has been so far limited by the huge number of basis functions, which uses much more degrees of freedoms than the traditional plane wave (PW) method [1] based on the Fourier basis. However, the significant strength of the finite element method lies in its

[^0]ability to place adaptive/local refinements in regions where the desired functions vary rapidly while treating the other zones with a coarser description [2-9].

In early works, White et al. [10] found that with uniform meshes as many as $10^{5}$ basis functions per atom were required to achieve sufficient accuracy. To decrease the number of basis functions Tsuchida and Tsukada [2] had applied nonuniform hexahedron meshes on $\mathrm{H}_{2}$ molecules. Beck $[5,11]$ studied the multigrid method based on such nonuniform hexahedron meshes. In these applications the grid can be made to vary logarithmically near the nuclei, but the smoothness of the wave function is not guaranteed for the nonconforming mesh. Afterward, Tsuchida and Tsukada [3,4] proposed another approach with the adaptive curvilinear coordinates (ACC's), which was recently applied for the calculations of ab initio molecular dynamics. All the above adaptive coordinates are based on hexahedron meshes. In [12], we proposed an adaptive refinement method to generate conforming tetrahedra mesh. This method can create a very flexible mesh which could be locally refined in any interested regions. Moreover, the mesh conforming can be preserved during the refinements. With a posteriori error estimation of the eigenvalue problem [13], the refinement is carried out, automatically paying special attention to the spatial regions where the computed functions vary rapidly, especially near the nuclei. For this implementation the particular technique adopted for mesh refinement is very important. In order to perform large scale electronic structure calculations, we present a parallel algorithm for the adaptive construction of tetrahedral meshes in the finite element computations, which is technically assigned for the physics problem.

The serial refinement algorithms of simplicial meshes have been examined by many authors. However few works concerning parallel mesh refinements have been reported. Jones and Plassmann [14] proposed a parallel algorithm for adaptive local refinement of two-dimensional triangular meshes. Castaños and Savage [15] described the parallel algorithm for local adaptive refinement of tetrahedral meshes used in the PARED package. Zhang [16] proposed another parallel algorithm using the newest vertex approach.

For efficient electronic structure calculations, we will introduce a new direct parallel algorithm for the adaptive refinements. In our method the assignment of the FE nodes is applicable for interpolation during the calculations. Our parallel algorithm follows the simplicial bisection algorithm based on newest vertex approach. This approach was first developed by Bäsch [17] for the local tetrahedral mesh refinement. Later on, Maubach [18] and Horst [19] generalized the method to the case of arbitrary number of dimensions. Kossaczky [20], Liu and Joe [21], and Arnold et al. [22] also studied local refinement by bisection with different interpretations. The basic step in the refinement is tetrahedral bisection, as shown in Fig. 1. We adopt the notation and algorithm of the bisection refinement introduced in [22]. In this algorithm, with the data structure named marked tetrahedron the tetrahedra are classified into 5 types and the selection of refinement edge depends only on the type and the ordering of vertices for the tetrahedra. The parallelization of the refinement algorithm is based on a natural idea, i.e., to exchange the hanging vertices and edges on the interface of each sub-mesh, as used in the literatures [14-16].


Figure 1: Bisection of a single tetrahedron.

Our method takes care of aspects such as distributed memory parallel computation based on domain subdivision; less tetrahedra prototypes by taking the character of the physics problem into account; the assignment of the mesh elements carried out independently in each sub-domain without any global notation; the data structure fitting for basis functions of higher order by assigning each mesh element (tetrahedron, vertex, edge, face) a number during the refinements.

The paper is organized as follows. The next section provides the domain subdivision for electronic structure calculations. In Section 3 the data structure and algorithm of the parallel mesh refinement are presented. In Section 4 we discuss some available properties of the refined meshes. In Section 5 we discuss the parallel data storage and matrix-vector multiplications. In Section 6 we consider some numerical examples. The final section is devoted to the conclusions.

## 2 Domain subdivision and mesh partitioning

Although the domains for many FE implementation are irregular, in electronic structure calculations we can always adopt the cuboid-like domains. The main reason is that usually there are only three typical kinds of problems in electronic structure calculations: 1. Super-cell with periodic boundary condition for the crystal systems; 2. Finite systems like clusters or molecules, which need a large enough domain; 3. Transport problems with special boundary condition in a given direction.

A cuboid-like domain is suitable for all these kinds of physical problems. Our refinement method is therefore based on such cuboid domains which can be divided into a regular tetrahedra mesh initially. In order to allocate a mesh $T$ on a distributed memory parallel computer, one needs to partition $T$ into $P$ sub-meshes $T_{i},(i=0, \cdots, P-1)$, where $P$ is the number of MPI processors. This is easily done by the regular partition, see Fig. 2 as an example, where we simply partition the cube into 8 equal sub-cubes. Each processor treats only one sub-mesh which is similar to the original one. In our implementation, the boundary of each sub-mesh is generated at the very beginning and kept


Figure 2: 8 sub-domains for $C_{60}$, and the mesh of one sub-domain.
unchanged throughout the refinements. In the electronic structure calculation the load balance among different processors can be achieved by putting similar number of atoms in each sub-domain.


Figure 3: Three kinds of interface-mesh. The interface-meshes on the faces are triangular meshes, which are shared by two processors. The interface-meshes of the edges are 1-dimensional and shared by four processors. The interface-meshes on the vertices are shared by eight processes, which are trivial and never be changed during the refinements.

We name the connection part $T_{i j}=T_{i} \cap T_{j}(i \neq j)$ between two neighboring sub-meshes $T_{i}$ and $T_{j}$ interface-mesh. The interface-meshes are also stored just like un-partitioned meshes. There are three kinds of interface-meshes (see Fig. 3): sharing a face, sharing an edge, and sharing a vertex between the neighboring cuboid domains. The face interfacemeshes are usually shared by 2 domains, while the edge is shared by 4 domains and the vertex is shared by 8 domains. Each interface-mesh is stored by all its neighbor processors. The interface-meshes of the faces are triangular meshes, the interface-meshes of the edges are 1-dimensional, and the interface-meshes of the vertices are just one point which will never be changed during the refinements.

## 3 Data structure and parallel refinement algorithm

### 3.1 Data structure

Our package is written in C language. In this subsection, we describe the data structure. In our implementation, the elements of FE mesh including tetrahedra, faces, vertices, edges, and interpolation nodes are assigned. The tetrahedra are represented below by the structure array tetra[] with the members

```
struct tetra{
}
```

    int vertex [4]; storing the index of vertices in the tetrahedron,
    int edge [6] ; storing the index of edges,
    int face [4]; storing the index of faces,
    int type; storing the type of the tetrahedron.
    Here, the algorithm described in [22] is used to classify the tetrahedra into 5 types. With a conventional order of the array tetra[i].vertex [4] and the type of a tetrahedron, its refinement edge can be uniquely determined $[20,22]$. The bisection of a tetrahedron is simply to compute the array and type of its children according to a given set of rules.

Though the array tetra.vertex [4] and the type of a tetrahedron are enough for uniquely determining its refinement edge, we also store the indexes of edges and faces for assigning the interpolation nodes in the tetrahedron. With all these indexes we can assign the nodes which occur on the edges or faces during the refinement, it is not necessary to reassign them after the mesh refinement. This yields convenience and natural assignment [23] such that the indexes of new nodes naturally follow the old ones. For example, in the case of quadratic basis functions with the nodes on each vertex and edge, we store the mapping array vertex[i] .node and array edge[i] .node to find the nodes. The coordinates of the interpolation nodes are stored in the structure member node[i]. coordination [3].

We use $\beta_{V}, \beta_{E}, \beta_{F}, \beta_{T}$ and $\beta_{N}$ to denote the number of vertices, edges, faces, tetrahedra, and nodes respectively. The number of nodes depends on the order of the basis functions, for 2-order interpolation $\beta_{N}=\beta_{V}+\beta_{E}$. The well-known Euler-Poincare formula states the relationship among them:

$$
\begin{equation*}
\beta_{V}+\beta_{F}-\beta_{T}-\beta_{E}=s, \tag{3.1}
\end{equation*}
$$

where $s$ is the Euler characteristic, $s=1$ for finite meshes and $s=0$ for infinite meshes and the case of periodic boundary condition. As a practical issue, it is important to know the pair-wise relationships to achieve memory efficiency. The relationship (3.1) is apparently not much helpful and it is usually ignored in the literature since the problem is hard to treat for irregular meshes and partition ways. However, the present approach (shown in Section 2) results in the following lemma.

Lemma 3.1. Let $\beta_{V}, \beta_{E}, \beta_{F}, \beta_{T}$ and $\beta_{N}$ be the number of vertices, edges, faces, tetrahedra, and nodes respectively. Then

$$
\begin{equation*}
\beta_{E} \leq 7 \beta_{V}, \quad \beta_{F} \leq 12 \beta_{V}, \quad \beta_{T} \leq 6 \beta_{V} . \tag{3.2}
\end{equation*}
$$

The proof of Lemma 3.1 will be given in Section 4 . Note that Lemma 3.1 indicates a simple way to initialize these numbers, that is, the upper limits of the number of edges, faces and tetrahedra are determined by the number of vertices. For example, if we choose $\beta_{V}=10,000$, then $\beta_{E}=70,000, \beta_{F}=120,000$ and $\beta_{T}=60,000$ are reasonable choices.

For each processor, the neighboring interface-meshes are stored like a 2-D mesh (on the faces) or 1-D mesh (on the edges). Each of them has a set of mapping arrays between the sub-meshes and interface-meshes. The interface-meshes and their mapping arrays are created when the mesh is partitioned, and updated during mesh refinement. Two neighboring sub-meshes $T_{i}$ and $T_{j}$ share the vertices, edges and faces; all of them are the elements on their interface-meshes $T_{i j}=T_{i} \cap T_{j}$. All the information exchanging between the neighboring sub-meshes will be realized through the interface-mesh. The mesh information of $T_{i j}$ is stored in the processor $i$ and $j$ as $T_{i j}^{(i)}$ and $T_{i j}^{(j)}$ respectively, where the superscript denotes the processor id:

$$
\begin{equation*}
\mathcal{T}_{i}(z) \stackrel{\text { mapping }}{\longleftrightarrow} \mathcal{T}_{i j}^{(i)}(z) \stackrel{\text { data exchange }}{\longleftrightarrow} \mathcal{T}_{i j}^{(j)}(z) \stackrel{\text { mapping }}{\longrightarrow} \mathcal{T}_{j}(z) . \tag{3.3}
\end{equation*}
$$

During the refinement, the new vertices, edges and faces will be added up to the interfacemeshes. The interface-meshes are updated synchronously with the sub-meshes, but they are not be regenerated after the refinement. We suppose that the indexes of vertices, edges and faces are the same on the shared interface-meshes $T_{i j}^{(i)}$ and $T_{i j}^{(j)}$, for that we need not to create a mapping between them. It is easy to generate an initial regular mesh satisfying this condition, and we demand that the indexes keep the same order throughout the refinement. We will discuss how to achieve this in Section 3.2.

Compared with the method in [16], our data structure helps us to assign the interpolation nodes more naturally for high order basis functions. In our method the data exchange during the mesh refinement is easy to be implemented in the case that the boundary of the sub-domain is fixed.

### 3.2 The parallel refinement algorithm

The refinement procedure consists of two phases. In the first phase, each sub-mesh is refined independently, while the shared faces, edges and vertices of the interface-meshes are treated as if they were on the boundary. In the second phase, the new elements on interface-meshes are exchanged between the neighboring sub-meshes.

In step 1 of Algorithm 3.1, BisectTets is a serial procedure for bisecting every tetrahedron in set $S$,

$$
\operatorname{BisectTets}(T, S)=(T \backslash S) \bigcup\left(\bigcup_{\tau \in S} \operatorname{BisectTet}(\tau)\right)
$$

## Algorithm 3.1: Parallel Refinement Algorithm

$\left(T_{i}^{\prime},\left\{T_{i j}^{(i)}\right\}\right)=$ ParallelRefine $\left(T_{i},\left\{T_{i j}^{(i)}\right\}, S_{i}\right)$, where $i$ is the processor index, and $T_{i} \cap T_{j} \neq \varnothing$
Input: The sub-meshes on each sub-domain $\left\{T_{i}^{\prime}\right\}$, the set of interface-meshes $\left\{T_{i j}^{(i)}\right\}$, the set of the tetrahedra to be refined $S_{i}, S_{i} \subset T_{i}$.

1. Bisect the tetrahedron $\tau \in S_{i}$ in each processor $i, \bar{T}_{i}=\operatorname{BisectTets}\left(T_{i}, S_{i}\right)$,
2. Conform the sub-meshes $\left(T_{i}^{\prime},\left\{T_{i j}^{(i)}\right\}\right)=$ ParallelConform $\left(\bar{T}_{i},\left\{T_{i j}^{(i)}\right\}\right)$.

Output: The refined sum-mesh $T_{i}^{\prime}$ given by $T^{\prime}=\bigcup_{i=1}^{n} T_{i}^{\prime}$.

Algorithm 3.2: Parallel Conforming
$\left(T_{i}^{\prime},\left\{T_{i j}^{(i)}\right\}\right)=$ ParallelConform $\left(T_{i},\left\{T_{i j}^{(i)}\right\}\right)$
Input: The sum-mesh $T_{i}$ has not been conformed and its neighboring interface-meshes $\left\{T_{i j}^{(i)}\right\}$

1. Exchange the data between every two neighboring processors, renew the interface-meshes and make the sub-meshes coupled with each neighbor meshes $\left(\tilde{T}_{i},\left\{T_{i j}^{(i)}\right\}\right)=\operatorname{Exchange}\left(T_{i},\left\{T_{i j}^{(i)}\right\}\right)$.
2. Let $S_{i}=\left\{\tau \in \tilde{T}_{i} \mid\right.$ with hanging vertices on $\left.\tau\right\}$.
3. if $\left(\bigcup_{j} S_{j} \neq \varnothing\right)$ then
$\bar{T}_{i}=\operatorname{BisectTets}\left(\tilde{T}_{i}, S_{i}\right)$,
$\left(T_{i}^{\prime},\left\{T_{i j}^{(i)}\right\}\right)=$ ParallelConform $\left(\tilde{T}_{i},\left\{T_{i j}^{(i)}\right\}\right)$
4. else

$$
T_{i}^{\prime}=\tilde{T}_{i}
$$

Output: The conformed sum-meshes of $T_{i}^{\prime}$ and interface-meshes $\left\{T_{i j}^{(i)}\right\}$.
where $\operatorname{BisectTet}(\tau)$ is the bisection of a single tetrahedron. This is the basic refinement step in the algorithm of [22]. After that, in step 2 the mesh is conformed by clearing up the hanging vertices and edges.

Algorithm 3.2 is a recursive procedure which stops when no more hanging vertices and edges. The difference with the serial algorithm is that we need to exchange the hanging vertices and edges on the interface of each neighboring sub-mesh. Because the result of the serial algorithm is independent of the sequence of the hanging vertices and edges, we can ensure that the parallel algorithm produces the same result as the serial one and terminates in same finite number of steps (see the proof in [16]). In this sense, our algorithm is essentially the same as that in [16], except the exchange mode of the hanging vertices and edges on the interface and the data structures. In our method the exchange of the hanging vertices and edges is based on the shared interface-mesh between two neighboring sub-meshes. It helps us to assign the indexes of the sub-mesh elements, naturally distributed over every processor to avoid a global assignment.

In Algorithm 3.3 each processor sends and receives the hanging vertices and edges on

Algorithm 3.3: Exchange the Hanging Vertices and Edges
$\left(\tilde{T}_{i},\left\{T_{i j}^{\prime(i)}\right\}\right)=\operatorname{Exchange}\left(T_{i},\left\{T_{i j}^{(i)}\right\}\right)$
Input: The sum-mesh $T_{i}$, and its neighboring interface-meshes $\left\{T_{i j}^{(i)}\right\}$

1. Let $H_{i j}^{(i)}$ be the set of the hanging vertices and edges on the interface of $T_{i}$ to be added to the interface-mesh $T_{i j}^{(i)}$.
2. Send the data of $H_{i j}^{(i)}$ to each neighboring processor $j$. The positions of the hanging vertices and edges are assigned with the index of $T_{i j}^{(i)}$.
3. Receive the preceding data from all the neighboring processors.
4. Update the sub-mesh $T_{i}, \tilde{T}_{i}=T_{i} \cup\left(\bigcup_{j} \tilde{H}_{i j}(j)\right)$.
5. Update the interface-meshes $\left\{T_{i j}^{(i)}\right\}$ to $\left\{T_{i j}^{(i)}\right\}$.

Output: The sub-mesh $\tilde{T}_{i}$ matched with all of its neighbor sub-meshes and its neighbor interface-meshes $\left\{T^{\prime}{ }_{i j}^{(i)}\right\}$ matched with $\tilde{T}_{i}$.
the interface, and then adds them to sub-mesh and interface-meshes. The data exchange is based on the shared interface-meshes. Let the index of the edge on interface-meshes $T_{i j}^{(i)}$ be $\mathcal{T}_{i j}^{(i)}\left(\right.$ edge $\left._{z}\right)$. Because the index is equal to that of the shared interface-meshes

$$
\begin{equation*}
\mathcal{T}_{i j}^{(i)}\left(\text { edge }_{z}\right) \equiv \mathcal{T}_{i j}^{(j)}\left(\text { edge }_{z}\right), \tag{3.4}
\end{equation*}
$$

as we send the index to the neighboring processor $j$, the position of the hanging vertex is determined on the neighboring sub-mesh $T_{j}$, and the processor $j$ will add up the new vertex using the information. In the same way, the hanging edge is denoted by the index of face and vertex where it is located to help the neighboring processors to find the position.

In step 5 we add the new vertices and edges to the interface-meshes. The problem is how to keep the indexes of the interface-meshes $T^{\prime}{ }_{i j}^{(i)}$ and ${T^{\prime}}_{i j}^{(j)}$ in the same order, which are stored and updated in different processors. The natural idea is to add the new vertices and edges in same order. In our method the new vertices and edges are denoted by their original processor. The precedence for adding them is determined by their original processor id. As shown in Fig. 4, the interface-mesh $T_{14}$ is a plane which has 6 neighbor sub-meshes $0,1, \cdots, 5$. It was stored by two processors 1 and 4 as $T_{14}^{(1)}$ and $T_{14}^{(4)}$, and the new vertices and edges will come from all the 6 neighbor sub-meshes. The processor 1 or 4 will treat the new vertices and edges in the same order according to the number of their original processor. More precisely, the new vertices and edges coming from the submesh 0 will be first added to the interface-mesh $T_{14}^{(1)}$ and $T_{14}^{(4)}$, then from the sub-mesh 1 , and so on. Note that the overlapping new vertices and edges should not be reassigned redundantly. In this way the indexes of $T_{14}^{(1)}$ and $T_{14}^{(4)}$ always keep in the same order.


Figure 4: The neighboring sub-meshes of the interface-mesh.

### 3.3 Assigning indices to new nodes

We assign the interpolating nodes with a local set of indexes on each sub-mesh, $\left\{0,1, \cdots, \beta_{N}^{(i)}-1\right\}$, where $\beta_{N}^{(i)}$ is the number of nodes on sub-mesh $i$. Different from the method in [16], we have no global index for the nodes, so each processor assigns the nodes independently. For each quadratic basis function there are 10 interpolating nodes in one tetrahedron located on each vertex and on the middle point of each edge. In this case, these arrays are stored in

- vertex $[i]$.node, $\left(i=0,1, \cdots, \beta_{V}-1\right)$, store the indexes of the nodes located on vertices, $\beta_{V}$ is the number of vertices;
- edge[ $i]$.node, $\left(i=0,1, \cdots, \beta_{E}-1\right)$, store the indexes of the nodes located on edges, $\beta_{E}$ is the number of edges.
When a new node is created, a unique index is assigned to it. In a step of bisecting a tetrahedron, 4 new nodes will be created at most, if the nodes have not been created by the bisection of neighboring tetrahedra (see Fig. 5). The new vertex will inherit the node originally belonging to the edge bisected. Each new edge will get a new node assigned as $\beta_{N}$, then $\beta_{N} \rightarrow \beta_{N}+1$.

The nodes on the interface-meshes are assigned by the same way. We demand that the indexes of the nodes on the interface-meshes $T_{i j}^{\prime(i)}$ and $T^{\prime}{ }_{i j}^{(j)}$ also keep in the same order throughout the refinement just like that for the vertices and edges. In the finite element implementation, a vector is presented by the values on the mesh nodes, which are stored by an array in $\beta_{N}$ order. We store $\beta_{N}^{(i)}$ array in $i$ th processor after dividing the array into $P$ parts, each of which corresponds to one sub-domain. The overlapping parts will be stored repeatedly in all neighboring processors. With the mapping between the nodes of sub-mesh and interface-meshes we can find the overlapping parts in the array, and exchange them between the neighboring processors.


Figure 5: In a step of bisecting a tetrahedron, 4 new nodes will be created at most for a quadratic basis function.

## 4 Regular shapes of tetrahedra in refined mesh

Starting from the regular mesh the tetrahedra in the refined mesh keep some of the regular shapes throughout the refinements. In the initial regular mesh all the tetrahedra are congruent and marked the same type, type $A$. Obviously, all the bisected tetrahedra are marked in three types $A, P_{u}, P_{f}$, as shown in Fig. 6. It can be seen that all tetrahedra with the same type are similar to each other in the refined mesh from the initial regular mesh.
Definition 4.1. Let type $A^{0}$ be the mark of the initial tetrahedra for the regular mesh. Let type $P_{f}^{i}$ be the mark of the son tetrahedra of type $A^{i}$, type $P_{u}^{i}$ be the mark of the son tetrahedra of $P_{f}^{i}$ tetrahedra, type $A^{i+1}$ be the mark of the son tetrahedra of $P_{u^{\prime}}^{i}(i=$ $0,1,2, \cdots)$. Then $A^{i}, P_{f}^{i}, P_{u}^{i}$ is the $i$-th generation of bisected tetrahedra,

$$
\begin{equation*}
A^{0} \rightarrow P_{f}^{0} \rightarrow P_{u}^{0} \rightarrow A^{1} \rightarrow \cdots \rightarrow P_{f}^{i} \rightarrow P_{u}^{i} \rightarrow A^{i+1} \rightarrow \cdots \tag{4.1}
\end{equation*}
$$

Lemma 4.1. The tetrahedra of the same type and generation are congruent with each other. The tetrahedra of the same type but different generation are similar to each other.
Proof. It is easy to verify that $A^{0}$ type tetrahedra are congruent with each other. As in Fig. 7, when an $A^{0}$ type tetrahedron is bisected into two $P_{f}^{0}$ type tetrahedra, $A E=$ $C E, A C=C A, A D=C B, E C=E A, E D=E B, C D=A B \Rightarrow T_{A E C D} \cong T_{C E A B}$. Therefore the tetrahedra of type $P_{f}^{0}$ are all congruent.

When a $P_{f}^{0}$ type tetrahedron is bisected into two $P_{u}^{0}$ type tetrahedra, $A C=A B, E C=$ $E B, F C=F B \Rightarrow T_{A E F C} \cong T_{A E F B}$. Therefore the tetrahedra of type $P_{u}^{0}$ are all congruent.

When a $P_{f}^{0}$ type tetrahedron is bisected into two $P_{u}^{0}$ type tetrahedra, $A E=B E, A F=$ $B F, A G=B G \Rightarrow T_{E F G A} \cong T_{E F G B}$. Therefore the tetrahedra of type $A^{1}$ are all congruent also. Obviously, $T_{A B C D} \simeq T_{G B F E}$, so that the tetrahedra of type $A^{1}$ are similar to that of $A^{0}$.

Lemma 4.1 ensures that there are only 3 types of tetrahedra throughout the refinements.


Figure 6: 3 types of tetrahedra.


Figure 7: $A^{1}$ type tetrahedra are obtained by 3 successive bisections of an $A^{0}$ type tetrahedron. The right part of the figure shows the sequence of the bisections $A^{0} \rightarrow P_{f}^{0} \rightarrow P_{u}^{0} \rightarrow A^{1}$.

Corollary 4.1. The tetrahedra of the same type in $i$-th generation and $j$-th generation satisfy

$$
\begin{equation*}
l_{i}=2^{(i-j)} l_{j}, \quad V_{i}=8^{(i-j)} V_{j}, \tag{4.2}
\end{equation*}
$$

where $l_{i}$ is the edge length of $i$-th tetrahedra and $V_{i}$ is the volume of $i$-th tetrahedra.
Lemma 4.1 and Corollary 4.1 ensure the regular shape of the tetrahedra in the refined mesh. In finite element calculations these properties provide a fast algorithm to generate stiffness matrix (see [12]).

Suppose that in the initial mesh the length of the cube edge is $h$. Let type $\mathcal{A}^{i}$ be the mark of the edges with edge length $\sqrt{3} h / 2^{i}$, type $\mathcal{P}_{f}^{i}$ be the mark of the edges with edge length $\sqrt{2} h / 2^{i}$, type $\mathcal{P}_{u}^{i}$ be the mark of the edges with edge length $h / 2^{i}$, where $i$ is the generation number of the edges, $(i=0,1,2, \cdots)$.

When bisecting a tetrahedron, the particular edge to be refined is called the refinement edge [22].

Lemma 4.2. The refinement edge of an $A^{i}$ type tetrahedron is of type $\mathcal{A}^{i}$, the refinement edge of a $P_{f}^{i}$ type tetrahedron is of type $\mathcal{P}_{f}^{i}$, and the refinement edge of a $P_{u}^{i}$ type tetrahedron is of type $\mathcal{P}_{u}^{i}$.

Proof. As in Fig. 7, the refinement edge in $A^{0}$ type tetrahedron $T_{A B C D}$ is $B D$, the refinement edge in $P_{f}^{0}$ type tetrahedron $T_{C E A B}$ is $B C$, and the refinement edge in $P_{u}^{0}$ type tetrahedron $T_{A E F B}$ is $A B$. Suppose in the initial mesh the length of the cube edge $A B$ is $h$. Then according to Corollary 4.1, the refinement edge length of the $i$-th generation tetrahedron is

$$
l_{i}= \begin{cases}\sqrt{3} h / 2^{i} & \text { type } A  \tag{4.3}\\ \sqrt{2} h / 2^{i} & \text { type } P_{f} \\ h / 2^{i} & \text { type } P_{u} .\end{cases}
$$

Thus the lengths of refinement edges belonging to different type of tetrahedra never equal to each other; conversely if two tetrahedra shared their refinement edge they must belong to the same type and generation.

Lemma 4.2 ensures that the types of tetrahedron correspond to the types of their refinement edges. If an edge shared by two tetrahedra is the refinement (longest) edge on both tetrahedra, the two tetrahedra belong to the same type and generation.

We close this section by giving a proof of Lemma 3.1.
Proof. First, for a regular mesh with $a \times b \times c$ elements there hold

$$
\begin{align*}
& \beta_{V}=(a+1)(b+1)(c+1), \\
& \beta_{T}=6 a b c<6 \beta_{V},  \tag{4.4}\\
& \beta_{E}=(2 a+1)(2 b+1)(2 c+1)-(a+1)(b+1)(c+1)<7 \beta_{V}, \\
& \beta_{F}=12 a b c+2 a b+2 a c+2 b c<12 \beta_{V} .
\end{align*}
$$

In an infinite regular mesh each cubic element corresponds to 6 tetrahedra, 12 faces, 7 edges, and 1 vertex, namely

$$
\begin{equation*}
\beta_{E}=7 \beta_{V}, \quad \beta_{F}=12 \beta_{V}, \quad \beta_{T}=6 \beta_{V} . \tag{4.5}
\end{equation*}
$$

Then, we will prove that the refined meshes starting from the regular mesh also satisfy those inequalities in (3.2). Whatever the refinements proceed, any refined mesh can be generated from the initial regular mesh by bisecting the edges in the order

$$
\begin{equation*}
\mathcal{A}^{0} \rightarrow \mathcal{P}_{f}^{0} \rightarrow \mathcal{P}_{u}^{0} \rightarrow \mathcal{A}^{1} \rightarrow \cdots \rightarrow \mathcal{P}_{f}^{i} \rightarrow \mathcal{P}_{u}^{i} \rightarrow \mathcal{A}^{i+1} \rightarrow \cdots . \tag{4.6}
\end{equation*}
$$

In each bisection step, all the neighboring tetrahedra will be bisected. This order verifies the bisection by the tetrahedron generation, and no hanging vertex exists during the generation. In a step of bisecting an edge and all of its neighboring tetrahedra, one new vertex will be added and the increasing numbers of the edges, faces and tetrahedra are dependent on the number of neighboring tetrahedra. In Fig. 8, suppose the refined edge


Figure 8: The refinement edge has $n$ neighboring tetrahedron. The bisection of this edge will result in $n+1$ new edges, $2 n$ new faces and $n$ new tetrahedra.
to be bisected is not on the boundary and has $n$ neighboring tetrahedra, the increasing numbers of the vertices, edges, faces and tetrahedra are

$$
\begin{align*}
& \delta \beta_{V}=1, \quad \delta \beta_{E}=n+1, \\
& \delta \beta_{F}=2 n, \quad \delta \beta_{T}=n, \tag{4.7}
\end{align*}
$$

where $n$ is determined by the type of the refinement edge,

$$
n= \begin{cases}6 & \text { the edge of type } \mathcal{A}  \tag{4.8}\\ 4 & \text { the edge of type } \mathcal{P}_{f} \\ 8 & \text { the edge of type } \mathcal{P}_{u}\end{cases}
$$

If the refined edge is on the boundary, less edges, faces and tetrahedra will be added:

$$
\begin{align*}
& \delta \beta_{V}=1, \quad \delta \beta_{E}<n+1, \\
& \delta \beta_{F}<2 n, \quad \delta \beta_{T}<n, \tag{4.9}
\end{align*}
$$

where $n$ satisfies (4.8).
Each step of bisecting a $\mathcal{P}_{f}$ type edge results in $8 P_{u}$ type tetrahedra generated. Each step of bisecting a $\mathcal{P}_{u}$ type edge will consume $8 P_{u}$ type tetrahedra, and all the $P_{u}$ type tetrahedra are produced by bisecting the $\mathcal{P}_{f}$ type edges. For that the times of bisecting $\mathcal{P}_{u}$ type edges is less than or equal to those of bisecting $\mathcal{P}_{f}$ type edges. From Eq. (4.8) the average number of $n, \bar{n}$ satisfy

$$
\begin{equation*}
\bar{n} \leq 6 \tag{4.10}
\end{equation*}
$$

From (4.7) and (4.9), the average numbers of increasing vertices, edges, faces and tetra-
hedra in each step of bisecting an edge satisfy

$$
\begin{align*}
& \overline{\delta \beta}_{V}=1, \\
& \overline{\delta \beta}_{E}=\bar{n}+1 \leq 7=7 \overline{\delta \beta}_{V^{\prime}},  \tag{4.11}\\
& \overline{\delta \beta}_{F}=2 \bar{n} \leq 12=12 \overline{\delta \beta}_{V^{\prime}} \\
& \overline{\delta \beta}_{T}=\bar{n} \leq 6=6 \overline{\delta \beta}_{V} .
\end{align*}
$$

The desired inequality (3.2) follows from (4.11), (4.4) and (4.5). This completes the proof.

## 5 Distributed data storage and parallel matrix-vector multiplications

In our method, with the local assignment of the index of FE interpolating nodes the generation and storage of matrices are distributed locally on the processors. Each processor $i$ constructs the local matrix $M_{i}$ serially on its own sub-mesh $T_{i}$ without exchanging any data with others. In this way the holistic matrix is divided into $P$ local matrices, $P$ is the number of sub-domains. The nodes shared by the neighboring sub-meshes result in the overlap of the local matrices. These overlapping parts need not to be summed up, each processor treats its own local matrix only. The holistic matrix $M=\sum_{i} M_{i}$ is not stored. The storage of vectors is also distributed over all processors, each for its own subdomain, repetitively for the overlapping part. Note that the array elements of the vector on the shared nodes should be saved repetitively in each processor. Fig. 9 shows a sketch for the storage of the matrix and vector for 2 processors.


Figure 9: The matrices and vectors are stored locally on each processor, with the overlapping parts of the shared nodes of the neighboring sub-domains.

The matrix-vector multiplication is also localized. Suppose the holistic matrix $M=$ $\sum_{i} M_{i}$ and the vector $x$ is distributed over all processors as $x_{i}$. The matrix-vector multiplication $y=M x=\sum_{i} M_{i} x_{i}$ is calculated in 2 steps:


Figure 10: The parallel efficiency in $\mathrm{H}_{2}$ calculation.

1. Calculate the serial matrix-vector multiplication, that is, $\tilde{y}_{i}=M_{i} x_{i}$;
2. Exchange the vector values of $\tilde{y}_{i}$ on the overlapping nodes between the neighboring processors and sum them up, that is $y_{i}(z)=\sum_{i} \tilde{y}_{i}(z)$ for any node $z \in T_{i}$.
In this way, the cost of the data exchange is reduced. The repetitive calculations of matrix-vector multiplication are determined by the number of the overlapping nodes. Here an example for parallel efficiency and the proportion of overlapping nodes depending on the number of sub-domains in the calculation of $\mathrm{H}_{2}$ molecular is shown in Fig. 10. In such a calculation matrix-vector multiplication in solving the Kohn-Sham equation [24] consumes about $90 \%$ of the resource.

## 6 Numerical experiments

In this section, three typical examples are presented to show the efficiency of our parallel adaptive refinement algorithm: face centered cubic (fcc) super-cell with 32 carbon atoms (Fig. 11) demonstrating the periodic system, the $\mathrm{C}_{60}$ cluster (Fig. 2) demonstrating the finite system, and the carbon nano-tube with 72 atoms (Fig. 12) demonstrating the transport problem respectively.

In practice, the first example deals with the electronic properties of crystal, i.e. the periodic structure. One super-cell consisting of 32 carbon atoms, together with periodic boundary condition, is adopted. A $2 \times 2 \times 2$ super-cell is taken as a domain. In the second example, the domain is a large cuboid to model a cluster in vacuum. The size of the domain is optional but large enough. In the last example, the carbon nano-tube is considered with special boundary condition along the axis of the tube. The size of the domain along this direction is determined by the boundary condition, while along other directions, the size is optional as for the second example.


Figure 11: Domain containing $2 \times 2 \times 2$ super-cell of fcc crystal.


Figure 12: Carbon nano-tube with 72 atoms in a cuboid domain.

All the numerical experiments were carried out on SGI O300 machine with 16 processors. The efficiency of parallel calculation is tested by increasing the number of processors from 1 to $2,4,8,12$ and 16. The refinement of the mesh is based on an error estimator [13] for the wave functions. The wave functions are the eigenvectors of a nonlinear Schrödinger equation [24,25],

$$
\begin{align*}
& {\left[-\frac{1}{2} \nabla^{2}+V_{\mathrm{eff}}(\boldsymbol{r})\right] \psi_{i}(\boldsymbol{r})=\epsilon_{i} \psi_{i}(\boldsymbol{r}),}  \tag{6.1}\\
& V_{\mathrm{eff}}(\boldsymbol{r})=\sum_{s} V_{\mathrm{ion}}^{s}\left(\boldsymbol{r}-\boldsymbol{R}^{s}\right)+V_{\text {Hartree }}(\rho)+V_{\mathrm{xc}}(\rho(\boldsymbol{r})), \tag{6.2}
\end{align*}
$$

where the first, second, and third terms on the right side of Eq. (6.2) are the ionic potential, Hartree potential, and exchange-correlation potential respectively. Moreover,

$$
\begin{equation*}
\rho(\mathbf{r})=\sum_{i}^{M} n_{i}\left|\psi_{i}(\mathbf{r})\right|^{2} \tag{6.3}
\end{equation*}
$$

where $n_{i}$ is the occupation number of state $i$. Only the first $M$ smallest eigenvalues need to be calculated, where $M$ is half of the valence electron number. In our previous works [12,26], we presented the FE solutions for (6.1)-(6.3) on adaptive mesh.

The Hartree potential is the Coulomb interaction of electrons,

$$
\begin{equation*}
V_{\text {Hartree }}(\boldsymbol{r})=\int \frac{\rho\left(\boldsymbol{r}^{\prime}\right)}{\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|} d \boldsymbol{r}^{\prime} \tag{6.4}
\end{equation*}
$$

satisfying the Poisson equation

$$
\begin{equation*}
-\Delta V_{\text {Hartree }}=4 \pi \rho . \tag{6.5}
\end{equation*}
$$

The computational procedure of our examples is sketched in the following:

1. Generate the initial mesh.
2. Calculate the wave functions.
3. Estimate the local error indicators.
4. If the error estimated is not small enough, then refine the mesh and go to Step 2.

For all the three examples, the domain is partitioned into $P$ sub-domains, where $P$ is the number of processors. Each sub-domain is a unit cuboid. All the initial sub-meshes are regular. The boundary of each sub-mesh is unchanged throughout the refinements.

Table 1: Test results from SGI Origin 300 computer.

| $f$ cc super-cell | 217,728 tetrahedra generated |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| No. processor | tetrahedra/Sec. | wall time (Sec.) | efficiency |  |
| 1 | 62,565 | 3.48 | 1.00 |  |
| 2 | 127,007 | 1.71 | 1.02 |  |
| 4 | 250,260 | 0.87 | 1.00 |  |
| 8 | 471,490 | 0.46 | 0.94 |  |
| 12 | 603,627 | 0.36 | 0.80 |  |
| 16 | 820,853 | 0.27 | 0.82 |  |
| C60 cluster | 711,412 tetrahedra generated |  |  |  |
| No. processor | tetrahedra/Sec. | wall time (Sec.) | efficiency |  |
| 1 | 63,095 | 11.28 | 1.00 |  |
| 2 | 123,540 | 5.76 | 0.98 |  |
| 4 | 251,118 | 2.83 | 0.99 |  |
| 8 | 469,932 | 1.51 | 0.93 |  |
| 12 | 595,718 | 1.19 | 0.79 |  |
| 16 | 710,601 | 1.00 | 0.70 |  |
| nano-tube |  |  |  |  |
| No. processor | tetrahedra/Sec. | wall time (Sec.) | efficiency |  |
| 1 | 65,001 | 11.04 | 1.00 |  |
| 2 | 122,019 | 5.56 | 0.94 |  |
| 4 | 262,864 | 2.73 | 1.01 |  |
| 8 | 494,163 | 1.45 | 0.95 |  |
| 12 | 705,443 | 1.02 | 0.90 |  |
| 16 | 894,102 | 0.80 | 0.86 |  |

The number of tetrahedra in the final mesh, the parallel refinement time, and the average number of tetrahedra created per second with different processor are listed in Table


Figure 13: Number of tetrahedra/second and parallel efficiency versus number of processors.


Figure 14: Domain subdivision of carbon nanotube with $16(=4 \times 2 \times 2)$ sub-meshes. The dark region shows the more refined part of the mesh where the nano-tube is located.


Figure 15: Domain subdivision of fcc super-cell with $16(=4 \times 2 \times 2)$ sub-meshes. The refined mesh shows more dense grids around the atoms.

1, while the speedup and parallel efficiency obtained are shown in Fig. 13. In the first example, the initial mesh contains 384 tetrahedra, while the final number of tetrahedra increases to 218,112 . The parallel refinements are efficient until the number of processors reaches 16 . Other two examples give similar results.

Compared with the regions far from the atoms, the regions around the atomic nuclei and those between atoms connected by chemical bonds are more important. The selfadaptive method based on posterior-error analysis of the wave functions places more nodes within such critical regions. As shown in Fig. 14, the dark region shows that more refined meshes are presented in the area where the nano-tube is located.

The domain subdivision takes the character of the specific physical problems under consideration into account by putting roughly the same number of atoms in each subdomain. The final meshes for 16 processors are demonstrated in Figs. 14 and 15 respectively. It is observed that the resulting subdivisions are balanced.

## 7 Conclusion

In this paper, we present a parallel algorithm for adaptive mesh refinement in finite element calculations of electronic structure. The algorithm allows simultaneous refinement of sub-meshes before synchronization between sub-meshes, without the need of a global index assignment and a central coordinator processor. Numerical experiments are carried out to demonstrate the efficiency of the proposed algorithm.
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