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Abstract. The nonlinear Poisson-Boltzmann predictions of the salt-dependent associ-
ation of proteins to DNA, SKpred, are fairly insensitive to the choice of atomic charges,
radii, interior dielectric constant and treatment of the boundary between a biomolecule
and the solvent. In this study we show that the SKpred is highly correlated with the con-
formational adaptability of the partners involved in the biomolecular binding process.
This is demonstrated for the wild-type and mutant forms of the archaeon Pyrococcus
woesi TATA-binding protein (PwTBP) in complex with DNA, on which we performed
molecular mechanics energy minimizations with different protocols, and molecular
dynamics simulations and then computed the SKpred on the resulting structures. It
was found that the inter-molecular non bonded force field energy between the DNA
and protein correlates linearly and significantly well with the SKpred. This correla-
tion encompasses the wild-type and mutant variants of the PwTBP and provides us
with a quick way to estimate the SKpred from a large ensemble of structures generated
with Molecular Dynamics or Monte Carlo simulations. The corresponding experimen-
tal SKobs should also correlate with the inter-molecular non bonded force field en-
ergy between the protein and DNA, given that the underlying mechanisms in binding
and salt-dependent effects are in fact the main contributors in the association of pro-
teins/peptides to nucleic acids. We show that it is possible to fit experiments versus
the inter-molecular non bonded force field energy between the protein and DNA, and
use this relation to predict the SKobs in absolute numbers. Thus, we present two novel
approaches to estimate both the SKpred and the SKobs for in silico modelled PwTBP
novel mutants and even for TBPs from other organisms. This is a simple but powerful
tool to suggest new experiments on the TBP-DNA type of macromolecular assemblies.
We conclude by suggesting some mutants and a possible biological interpretation of
how changes in solvent salinity affect the binding of proteins to DNA.
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1 Introduction

TATA-binding proteins (TBP) [1] are involved in the primary transcription machinery,
where they recognize and bind to variant combinations of thymine (T) and adenine (A)
clustered in an eight base-pair DNA stretch, which is called the TATA-element [2]. Be-
cause of the seminal role in the transcription process [3], the TBP is present in a broad
range of organisms that have adapted to live in different – and some cases extreme – en-
vironments [4–6]. Yet, all of the presently known TBPs are highly homologous and sim-
ilar in the folded state, as revealed from their three-dimensional crystal structures [7–9].
They have many features in common, e.g. two conserved Phe residues whose side-chains
intercalate the DNA and cause it to kink about 80 degrees, and an overall α-β-α-β fold.
However, they differ in the overall charge distribution, total net charge and hydropho-
bic packing, which most likely is due to the adaptation to the environment in which the
organism lives. For instance, the archaeon Pyrococcus woesi (Pw) is an organism that has
adapted to a life in highly saline environments [10], where it grows optimally at non-
physiological elevated temperatures (around the boiling point of water) and is therefore
categorized as a hyperthermophilic halophilic organism [4]. The PwTBP differ substan-
tially in charge distribution and overall net charge compared to the mesophilic human
Homo sapiens (Hs) and the yeast Saccharomyces cerevisiae (Sc) TBPs. The latter two are
highly positively charged (+16e and +12e, respectively) while the PwTBP has an overall
net charge of zero with 25 positively and 25 negatively charged protein residues dis-
tributed over the entire protein (Fig. 1). Some of these residues are located at the DNA-
binding interface or within 6 Å to any nearest DNA atom (Fig. 1). Oddly, a large por-
tion of these interfacial residues are acidic in character, i.e. negatively charged. Thus,
one would expect these residues having an unfavorable repulsive effect in DNA binding
since they are negatively charged, as are the phosphate groups in the DNA backbone.

Recently, we reported an exhaustive comparison between the Hs-, Sc-, and the
Pw-TBP bound to DNA using a combined Molecular Mechanics/Poisson-Boltzmann
(MM/PB) computational approach (Bredenberg, Russo and Fenley – Biophysical J., in
press). This was done in order to investigate salt-mediated association effects when TBP
binds to DNA. In particular, we focused on the PwTBP and some of its mutants that have
thermodynamic experimental data reported in the literature ([11] and references therein).
Our results were qualitatively in agreement with thermodynamic isothermal titration
calorimetry (ITC) experiments which measure the binding constant, Kobs, for the forma-
tion of a complex (i.e. when TBP binds to DNA) at different salt concentrations. The
logarithmic of the Kobs is then plotted against the logarithmic of the salt concentration
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B)

Figure 1: Color coded A) primary and B) tertiary sequence for the Pyrococcus woesi TATA-binding protein in
complex with DNA (the specific DNA TATA-box is shown in orange). The protein backbone is traced in light-
blue ribbons. All positively charged amino acids Lysine (K) and Arginine (R) are colored in blue and negatively
charged amino acids Aspartate (D) and Glutamate (E) are colored in red. Darkest color means residues within 6
Å to the DNA, medium color represents residues at distances 6 to 12 Å from the DNA and the lightest coloring
represents residues located > 12 Å from the DNA. In B) two views of the TBP-TATA complex is shown; a side
view and the same orientation rotated 90 degrees in the z-plane. For reference, residues E12, E41, E42, E77,
D101 E128, 130 and 132 are labeled. The graphical representation of the structure was generated with the
PYMOL program (http://pymol.sourceforge.net/).

[c]. The slope, which is the salt dependence in binding of TBP to DNA, of this curve is
SKobs =dlog Kobs/dlog[c] [12]. Assuming that electrostatics is the main driving force for
the salt dependent TBP-DNA complexation and using Gibb’s Law to substitute - ∆Gelec

for kT ·lnKobs, one can compute the SKobs, which we from hereon shall call SKpred =−d∆

Gelec/2.303·kT ·dlog[c].
Our interpretation of SKpred (and SKobs) is that if SKpred<0, the binding between pro-

tein and DNA weakens with increasing salt concentration, and if SKpred >0, the binding
becomes stronger with increased salt concentration.

Interestingly, we noted a clear correlation between the minimum distance between
DNA phosphate-oxygens (Op) to the acidic Glutamate (E) and Aspartate (D) side chain
carboxylate-oxygens, Oδ or Oε, respectively (for short this distance will be called RO-O)
in the wild-type PwTBP and the SKpred (and SKobs) for the mutation of the same E/D
residue to an alanine (Fig. 2). However, while experiments indicate that an Alanine mu-
tation of residues not involved in the DNA binding but still residing rather close to the
DNA (See Fig. 1), renders the SKobs unaltered, we got different results (Bredenberg, Russo
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Figure 2: Linear fit of SK versus the minimum distance between the Asp/Glu side chain carboxylate-oxygen, Oδ
or Oε, to the DNA phosphate-oxygen, Op, (RO-O). All minimum distances are computed from the minimized
wild-type PwTBP. SKobs is obtained from references [11,17] and SKpred is computed with the non-linear solution
to the Poisson-Boltzmann Equation. Only PwTBP mutants that had experimental SKobs are used in the fitting.

and Fenley – Biophysical J., in press). This was observed for the PwTBP D101A mutant.
Furthermore, experiments reported that this mutant has no impact whatsoever on the
SKobs (although the error bar for this mutant is orders of magnitude larger than for the
other mutants) [11].

From a theoretical point of view, any residue interacts with its environment; changing
the charge of a particular (charged acidic) residue by neutralizing or reversing its charge,
will change the SKpred. When the RO-O increases in the wild-type, the impact of the SKpred

from the mutant will be less and approach the SKpred for the wild-type. This reasoning
should hold for the experimental SKobs too, given that the folding and DNA-bound state
of the mutant protein is probably similar to that of the wild-type. We therefore decided
to look further into the linear relationship between the mutant SKpred for a certain E/D
residue and the corresponding RO-O for the same residue in the wild-type (Fig. 2).

An important feature in this paper is that the predictive power to a significant ex-
tent depends on the molecular mechanics protocol that is used for structure optimization
prior to the electrostatic Poisson-Boltzmann (PB) computations. This optimization re-
lies on an empirical potential energy function [13] that consists of two parts; interactions
involving atoms separated with 2 or 3 bonds in sequence that are excluded from any
Coulomb or van der Waals (vdW) energy. These interactions are called bonded terms.
For any other atoms, the so-called non-bonded interaction energy prevails, and is com-
posed of Coulomb and vdW energies. The latter energy term is short ranged and usually
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Figure 3: Non-bonded energy between two oppositely unit-charged particles as a function of inter-molecular
distance (R). This energy is represented by Lennard-Jones 6-12 interaction energies and Coulombic energies; the

L-J term has an attractive part that scales as R−6 and a repulsive part that scales as R−12; the Coulomb energy
scales as R−1 and follows a modified Coulomb’s law with a shifting function. The cut-off limit is indicated with
gray bars (where the energy is zero) and the “infinite” cutoff is shown by the dashed line.

modelled as Lennard-Jones 6-12 attractive/repulsive interactions and thus scales as r−6

and r−12 for the attractive and repulsive terms, respectively. The long range Coulombic
interaction scale as 1/r and thus affects the molecule largely.

For minimization/molecular dynamics purposes, usually a 10-12-14 Å cut-off is ap-
plied for the Coulomb energy between atom pairs. This means that any atom within 10
Å from each other interacts according to, or with some clever modification in Coulomb’s
law, such that the entire charge-charge interaction energy is changed to zero between 10
and 12 Å. Finally, there is a look-up table that keeps track of atoms within 12 and 14 Å
from each other, but do not effectively account for their interactions in the force field.
This listing is updated either at fixed intervals or with some atomic displacement crite-
ria. However, as illustrated in Fig. 3, the energy from the long range Coulombic term is
significant for particles separated by distances greater than 12 Å, and thus a great portion
of the Coulomb energy between pairs of atoms is neglected beyond the cut-off limit.

If one takes into account biological macromolecules that contains several thousands
of atoms, and are highly charged (e.g. nucleic acids), there will a substantial contribu-
tion from the Coulomb potential. In many cases, modifications of the structure must be
done prior to the computational act. Such modifications are for example: removal of co-
binding proteins, water molecules, ions or modelling of one or more protein side chains
to construct either missing residues or a mutant variant from the coordinates of the wild-
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type structure, the addition of hydrogen atoms (if the structure was solved from a crystal
that diffracted above 1 Å in the highest resolution shell). Since the interaction network
within the solute matrix (e.g. a protein in complex with DNA) is multidimensional with
respect to internal salt-bridges, inter- and intra-molecular hydrogen bonds and residue
packing, then propagation or local rearrangements of amino acids is bound to occur upon
such modifications of the initial coordinates.

Of course, if the mutant and wild-type structure of the protein already is known, and
no other modifications need to be done, one can do theoretical analysis on the structure
without the need of pre-mature modelling. This is usually not the case though, so in
order to reduce the computational cost when optimizing structures that have been al-
tered in some way, the molecular mechanics protocol use the approach of cut-offs in non-
bonded energy during the minimizations (or molecular dynamics simulations). How-
ever, when solving the PBE, all atoms are included in the calculation: the cut-off is “in-
finite”. Atoms that previously were oblivious to each other because they were beyond
the distance cut-off in Coulomb energy during the molecular mechanics computation
will suddenly experience the potential from other atoms that previously was outside the
specified interaction range. Therefore, the calculation of the SKpred (and other theoreti-
cal issues that are appropriately addressed with PB electrostatics approaches) is sensitive
to this conformational adaptability of the solute (peptide/protein/nucleic acid). This
conformational adaptability is the result from the minimized structure, which will look
different depending on the minimization protocol and the type of force field used and
the extent of modifications introduced in the original structure.

Steinbach and Brooks reported a solid comparison between different algorithms
and cut-offs for handling the cut-off in non-bonded energies for use in molecular me-
chanics calculations on biomolecular structures and the structural impact for differ-
ent methods/cut-offs [14]. We use only the default algorithm as implemented in the
CHARMM program [15] and compare the wild-type and mutant PwTBP structures ob-
tained from minimizations performed in explicit solvent with varying cut-offs in the
electrostatic non-bonded interaction energies and forces. We also carried out molecu-
lar dynamics (MD) simulations on these structures in explicit solvent (with the default
settings of 10-12-14 Å). Finally, we carried out minimizations on these structures with the
Generalized Born Molecular Volume (GBMVII) method [16]. This is an implicit solvent
formulation which accounts for the free energy of solvation for the solute. For these min-
imizations, an “infinite” non-bonded cut-off was used, meaning that all atom pairs in the
system were included in the Coulomb energy. All resulting structures from any protocol
of energy-minimizations or molecular dynamics simulations were then subjected to PBE
calculations at various salt concentrations in order to calculate the SKpred.

We show that an extended cut-off in the Coulomb energy increases the precision in
the estimate of the SKpred and that a 4-6-8 Å scheme causes the linearity of the SKpred

versus the RO-O to vanish. With this in mind, our findings demonstrate the importance
of including preferentially all solute atoms in the structure optimization, and that even
minor perturbations in the structure of the solute will claim its toll in the solution of the
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PBE. Assuming that the linearity of the SKpred versus the minimum distance holds we
should be able to estimate the SKpred for a specific RO-O.

While the linearity of the change in SKpred can be viewed in terms of distances, it
can also be regarded as changes in the non bonded Coulomb and van der Waals inter-
molecular energies between the protein and DNA. Thus, these energies would govern the
SKpred and be correlated with the force field energy: A change in the non bonded energy
would lead to a change in the SKpred. We show that this is indeed the case and that this
information can be used for predicting the SKpred from a large ensemble of structures and
thus significantly reduce the computational burden for calculating the SKpred.

If the three-dimensional structure of a binary complex is known and if the experi-
mental data for the salt-dependence in binding are available, we found that the Coulomb
and van der Waals energies computed from the force field are highly correlated with the
experimental SKobs for the wild-type (wt) and mutant variants of the PwTBP [11,17]. This
simple hybrid between experiments and theory, SKhyb, predicted reasonably well the ab-
solute numbers for the salt-dependence in binding of DNA to known single and multiple
PwTBP mutants. We also found that the experimental SKobs for the ScTBP [18] was well
predicted from this relationship. In principle, one should be able to estimate the actual
SKobs (give or take) for any other single or multiple PwTBP mutant or any other TBP
from other organisms in complex with DNA. That is – if the overall fold of the TBPs are
similar for different species. Our findings suggest that the salt-dependence in binding for
different TBPs to DNA in general obeys the same physical law rather than binding to the
DNA with different underlying mechanisms.

In this work, we present two novel and unique approaches in computing the SKpred

and SKobs. To the best of our knowledge, none of these two methods have been reported
anywhere in the literature before:

1. First we demonstrate how the SKpred can be linearly fitted versus the force field
inter-molecular protein-DNA energies from a set of structures and how this can
be applied to estimate the SKpred from a large ensemble of conformations sampled
with molecular dynamics or Monte Carlo simulations. Thus, we can tie the infor-
mation of conformational changes in the protein-DNA complex with the behavior
of the salt-dependence in binding from a microscopic point of view.

2. We then show that the experimental SKobs is highly linearly correlated with the
inter-molecular force field energy between the protein and DNA in several variant
PwTBP bound to the same DNA. Thus, we can combine experiments and theory
and use this as a guide to predict – in absolute numbers – what the experimen-
tal SKobs would be. There will be some underlying system-dependence, but this
dependence is internal: If the same model-system is used for the theoretical part,
then the experimental conditions do not have to be similar to the theoretical model,
given that the experimental results are accurate. Thus, we can use a macroscopic
property and apply this property on a single structure in order to predict what the
expected macroscopic property – in this case the SKobs for the PwTBP-DNA system
– would be, and use this information to suggest new experiments.
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2 Methods

The exact details of the protocol can be found elsewhere, but for easy reference a brief
description of the protocols used in this study is given below.

2.1 Molecular mechanics

The CHARMM program [15] and the CHARMM 22/27 [19, 20] all atom topologies and
force-field parameters was used in all modelling, minimizations and molecular dynamics
simulations.

The initial coordinates for the archaeon PwTBP were retrieved from the RCSB Protein
Data Bank (PDB code: 1AIS). The co-binding Transcription Factor IIB and crystal oxygen
atoms located further away than 6 Å from the TBP/DNA-complex (in short: solute) were
removed. Two 5-iodo-uracil bases were replaced by thymine and hydrogen atoms were
added with HBUILD [21]. We used the recommended default CHARMM-potential for
handling the electrostatic and van der Waals interaction energies and forces. While keep-
ing all non-hydrogen atoms fixed, the hydrogen atoms were minimized with 200 steps of
Steepest Descent (SD) followed by Adopted Basis Newton Raphson (ABNR) until the de-
fault convergence criteria of 0.0000 in the root mean square (rms) gradient of the potential
energy was achieved. The solute was centered in a TIP3P [22] water-sphere of radius 47
Å. While keeping the solute fixed, all water molecules were subjected to 10 ps Langevin
Dynamics at 300 K under the influence of stochastic boundary force that maintained the
spherical shape of the solvent [23]. Thirty-six Na+ and four Cl− ions were then added to
the solute-solvent system to render overall charge neutrality of the PwTBP-DNA system,
and the solvent (i.e. water and added ions) was subjected to 20 ps of Stochastic Boundary
Molecular Dynamics (SBMD) [24], where atoms within 44 Å from the sphere center were
treated as Newton particles and the remaining atoms as Langevin particles. The final set
of equilibrated solvent and initial solute coordinates served as the starting set for mod-
elling mutant PwTBPs. We chose the following mutants that have the experimental SKobs

reported in the literature: E12A, E42A, D101A, E128A and we also chose one mutant that
is located far from the binding interface (i.e., that has an RO-O of about 19.5 Å) – E77A.
This mutant has – to the best of our knowledge – no available SKobs data.

The mutants were constructed by remodelling the side chain atoms (if any) from the
CHARMM-topology (i.e. in an extended conformation). For each mutation, this means
that the target residue side chain was either truncated at the Cβ-atom and had one hy-
drogen atom added – for substitution to an alanine – or missing atoms were built with
the CHARMM22/27 topology files in conjunction with existing Cartesian coordinates. If
the PwTBP mutant(s) resulted in non-zero overall net charge, the corresponding num-
ber of ion(s) – sodium or chloride – in the solvent were transformed into a TIP3P water
oxygen (and adding its two hydrogen atoms) to reset charge neutrality. In cases were
water molecules overlapped the extended side-chain (i.e. when new atoms were added),
the water molecule(s) were removed. The mutated side-chain was then minimized while
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keeping all other atoms fixed.
The resulting structures (PwTBP and mutant variants) served as initial coordinates

for the following three protocols: 1. Minimization in explicit solvent using 6, 12 and 18
Å for the truncation of all electrostatic energies and forces that were smoothly shifted
to zero beyond these cut-offs [14]. 2. Molecular dynamics simulations using standard
settings in the cut-off (the default of 12 Å). 3. Minimization with the Generalized Born
Molecular Volume (II) implicit solvent model and setting the cut-off to “infinity”, 99999
Å, for electrostatic energies and forces. For any of the protocols, SHAKE [25] was used to
constrain all explicit bonds between hydrogen atoms and non-hydrogen atoms.

2.2 Minimization in explicit solvent

The solvent was fixed, and the solute was minimized for 5,000 steps of SD followed by
ABNR until the default in function tolerance (0.0000) was reached and the minimization
terminated. Then, a second round of minimization was carried out, allowing all atoms
to move, and the system was minimized with 5,000 steps of SD, followed by ABNR until
the default convergence criteria was reached.

2.3 Molecular Dynamics simulations in explicit solvent

Ten simulations in the NVT ensemble were carried out on each system by means of
SBMD. The simulation details are the same as for the equilibration of ions in the prepa-
ration of the original system, as described previously, except that all atoms are allowed
to move and that the initial coordinate set for the solute was not minimized. A seed for
assigning Gaussian-distributed velocities for each atom, was randomly picked in each
simulation, and the system was equilibrated for 10 ps at 298.15 K, followed by 20 ps of
production run, and then quenched for 10 ps, targeting a temperature of zero K. Typically,
the final quenched temperature in each simulation was about 75-85 K. The time-step was
2 femto-seconds and a non-bonded list was updated with a heuristic test, such that the list
was reconstructed every time any atom had moved 1 Å since the last update. Altogether
400 ps were sampled for each system, but only the final structure from each simulation
was selected for subsequent calculations using the non-linear Poisson-Boltzmann Equa-
tion (NLPBE).

2.4 GBMVII

All solvent atoms were stripped off, leaving the protein and DNA naked in space. The
cut-off in all non-bonded electrostatic energies and forces were set to “infinity”, i.e. 99999
Å. The parameters for the GBMVII were set as recommended in the literature [16] and all
atoms were allowed to move instantly and the system was minimized with 5,000 steps
of SD, followed by ABNR until the default convergence criteria in function tolerance was
reached (0.0000). For this minimization an iterative tolerance threshold of 500 was set in
order to prevent numerical underflow and ensure that the convergence was fully reached.
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2.5 Poisson-Boltzmann calculations

The energy minimized/quenched MD solute coordinates (protein and DNA) were trans-
formed into the Protein-Charge-Radii (PQR) format [26] with an in-house written pro-
gram for use in the NLPBE calculation. For any atom, the charge and radii was adapted
from the CHARMM 22/27 parameter files [19, 20]. All calculations were carried out
at neutral pH (7.0) by assuming that Histidine residues were neutral and that all other
charged residues were in their standard protonation states at room temperature (298 K)
which is to say that each of the Glutamate and Aspartate residues carry an overall net
charge of −1e and that each of the Arginine and Lysine residues carry an overall net
charge of +1e. We varied the 1:1 salt (NaCl) concentration from 0.1 to 0.4 M. The solute
and solvent dielectric constants were set to εin =2 and εout =80, respectively. The solvent
excluded molecular surface [27], which was based on a water probe radius of 1.4 Å, was
used to define the dielectric interface that separates the solute and solvent regions. No
ion exclusion region was considered. The total extent of the 3D grid was set to three times
the largest dimension of the molecule in order to reduce outer boundary condition errors.
Special outer boundary and energy corrections were enforced in order to obtain very ac-
curate salt-dependent electrostatic free energies [28]. We choose a finest grid spacing of
0.3 Å for all PBE calculations for a compromise between accuracy and speed. All other
default PBE code parameters were employed.

∆Gelec was computed as the difference between the electrostatic free energy of the
complex and the electrostatic free energy of the individual binding partners in their
docked state at a fixed 1:1 salt concentration. The calculation of ∆Gelec involved three
separate PBE calculations of Gelec: One for the complex, one for the isolated protein and
one for the isolated DNA:

∆Gelec =Gelec(complex)−Gelec(protein)−Gelec(DNA). (2.1)

We computed ∆Gelec at eight salt concentrations ranging from 0.1 M to 0.4 M, for a total
24 of PBE computations for each complex. If we assume that the long range electrostatic
interaction energy predominates in the salt dependence of the TBP-DNA binding, we
can approximate ∆G as ∆Gelec and use the relation ∆G =−kT ·lnK (K is the equilibrium
binding constant) to get the predicted salt-dependence in association, SKpred:

SKpred =−
1

2.3kT
×

d∆Gelec

dlog[c]
. (2.2)

SKpred is the salt derivative of the electrostatic binding free energy, ∆Gelec, which consist
of four energy terms [29]: the Coulomb, the reaction field, the dielectric stress, and the
osmotic pressure energy (given in units of kT). k is the Boltzmann constant, T is the
absolute temperature (here taken as 298K) and [c] is the 1:1 salt concentration (i.e. NaCl).
SKpred is obtained as the slope of a least square linear fit of −∆Gelec versus the logarithmic
of salt concentration [c]. For more details about the different Poisson-Boltzmann energy
terms the reader is referred to elsewhere [28, 29].
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Once the SKpred for mutant PwTBPs was computed (from structures generated with
different protocols), it was plotted against the minimum distance between the corre-
sponding wild-type side-chain carboxylate oxygen (Oδ for Asp and Oε for Glu) and the
nearest DNA phosphate oxygen (Op). The same particular protocol used for computing
a certain SKpred was used in the minimum distance computation. For short this distance
is called RO-O.

With experiments, one can use the equilibrium binding constant, Kobs, to compute the
corresponding salt-dependence in binding [12]:

SKobs =
dlogKobs

dlog[c]
. (2.3)

Kobs can be measured from thermodynamic experiments, e.g. Isothermal Titration
Calorimetry (ITC), at various salt concentrations. The slope, SKobs, can then be obtained
by a linear fit of the logarithmic of Kobs versus the logarithmic of salt concentration [c].

3 Results and discussion

First, we show that a charge-neutralization (i.e. mutation to an Ala) of an acidic Asp
or Glu residue in a protein (or peptide in general) that binds to DNA (or nucleic acids
in general) exhibit a linear behavior with respect to the minimum distance between the
carboxylate-group of the amino-acid and the DNA phosphate-oxygen (RO-O). This relates
to the SKpred of the alanine-mutant residue of that certain Asp or Glu residue. We demon-
strate that there will be a substantial impact of the computed PBE result depending ex-
plicitly on the non bonded cut-off settings in the molecular mechanics (MM) protocol.

Second, we show that the SKpred is highly correlated with the non bonded Coulomb
and van der Waals inter-molecular interaction energies between the PwTBP and the DNA
regardless if the protein is the wild-type or a mutant form. This relation can be used to
extract SKpred from ensembles of structures generated with molecular dynamics simula-
tions or Monte Carlo methods.

Third, we show that there is an intrinsic and high degree of correlation between the
experimental SKobs and the inter-molecular force field energies between the DNA and
the wild-type, single, or multiple mutant PwTBPs. This correlation can be used to esti-
mate an expected SKobs for other TBPs and novel PwTBP mutants. We call this mix of
experimental and theoretical methods the SKhyb.

Fourth, we address some biological interpretations of the PwTBP-DNA salt depen-
dence in binding, and suggest some novel mutants that may lead to further interesting
experiments that may be conducted on this specific system.
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SKpred from minimizations in explicit solvent with various non-bonded cut-
offs and minimizations in implicit solvent at no-cutoff

Fig. 4 shows the extrapolation of a linear fit for the SKpred of mutant residues E12A,
E42A, D101A and E128A versus the RO-O for the very same residues (E12, E42, D101 and
E128) in the wild-type PwTBP. These four mutants and the wild-type PwTBP all have
experimental SKobs reported in the literature [11, 17]. Then, the SKpred for the remotely

positioned (some 19.5 Å) E77A was computed and plotted (but not included in the fit).
Any of these SKpred and distances was determined from the resulting coordinates used
within the same particular protocol for consistency (see methods section). It is clear that
the fitting of the 4-6-8 Å protocol do not predict the SKpred for the E77A mutant in the
graph (Fig. 4A). However, the wild-type and the E77A mutant have very similar SKpred

which should be expected (Table 1). In fact, the ∆SKpred between them is zero for the

4-6-8 Å protocol, but since this protocol also predicts the wrong order of salt-dependence
in binding (the coefficient is slightly negative), this is most likely an artifact because of
the short cut-off in non-bonded force field energies. When the cut-off is increased to
10-12-14 Å, the linearity becomes more prominent and E77A appears to respond to this
and fall reasonable within the linearity of the extrapolation in the graph (Fig. 4B) which
now is in reasonable agreement with the computed SKpred for the E77A mutant (Table 1).
The extension of the cut-off to 16-18-20 improves this relation further (Fig. 4C) and the
GBMVII approach reproduces the trend as well (Fig. 4D).

Three striking trends are observed in Table 1: 1. The SKpred generally become less
negative upon increasing the cut-off (which essentially means including more atoms-
pairs in the Coulomb energy) until it for the GBMV case is greater than zero (Table 1).
2. The SKpred increases with the distance and should in principle be very close to the
wild-type at the most remotely positioned (with respect to RO-O in the wild-type) acidic
residue. 3. The ∆SKpred for the wild-type and the mutant increases when the cut-off
in non-bonded force field energy is increased, but it appears that the 16-18-20 cut-off
is similar to the GBMV protocol implying that the upper limit for ∆SKpred between the
wild-type and E77A is about 0.3. This enhances the notion that there will always be a
difference in the SKpred if a charged residue is neutralized (or charge-reversed for that
matter) relative the wild-type, regardless the location of that residue. This reasoning
is well in line with a study of the distance and charge-dependence of the SKpred that
we recently reported in a study of the salt-mediated effects in the binding of aminoacyl
tRNA-synthetases to their cognate tRNAs (Bredenberg, Boschitsch and Fenley – in this
special Poisson-Boltzmann issue of the Commun. Comput. Phys.).

The fact that the minimization with the GBMVII resulted in SKpred >0 for the PwTBP
wild-type and the PwTBP E77A mutant in this work (Table 1, Fig. 4D) implies that this
mutation exhibit a similar SKpred relative the wild-type, which should be expected since

the RO-O for this residue is about 19.5 Å. It appears that the linearity between SKpred and
RO-O is improved when the non-bonded cut-off in the force field is extended (Fig. 4), or
when all atoms are included in the calculations, as is the case for the GBMVII minimiza-
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Figure 4: Linear fit of mutant SKpred versus the minimum distance between the PwTBP wild-type Asp/Glu side
chain carboxylate-oxygen (Oδ or Oε) to the DNA phosphate-oxygen (Op) as described in Fig. 2. Only, this time
different protocols have been employed for the energy-minimization. The fitting and interpolation is done on
the distances obtained for the wild-type structure using a particular protocol versus the corresponding SKpred

for mutant residues E12A (black square), E42A (red), D101A (blue) and E128A (green). These mutants have
available experimental SKobs [11, 17]. The light blue square is the SKpred for residue E77A (which was not

included in the fitting). For minimization in explicit solvent: A) 6 Å cut-off, B) 12 Å cut-off (default) and C)
18 Å cut-off. Minimization with the Generalized Born Molecular Volume II implicit model without any cut-off
in non bonded Coulomb energy is shown in D). The SKpred is computed with the non-linear solution to the
Poisson-Boltzmann Equation.

tion protocol.

Also, since GBMV is a “simplified” approach towards the more rigorous Poisson-
Boltzmann solution to the electrostatics in solvated molecules, it already circumvents
some issues related to the choice of atomic parameters such as charges and radii. Our
results in this work points to that one should include all atoms in the potential for ge-
ometry optimizations of structures that will be subjected to subsequent PB calculations.
Such approach was also successfully reported recently by Honig and co-workers [30].
They used the Generalized Born Solvent Accessible Surface Area (GB/SA) [31] approach
in the minimization of several protein-protein complexes in order to compute protein-
protein binding energies with the NLPBE [30].

However, when using the GBMV [16] method, another frame of reference is used,
such that no explicit solvent is present in the minimization procedure together with the
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Table 1: Computed SKpred on structures obtained with minimizations in explicit solvent at different cut-offsa

in Coulomb energy, Molecular Dynamics at default cut-off (12 Å), and minimization with the Generalized Born
Molecular Volume II [16] implicit solvent model at 99999 Å cut-off. The experimental SKobs is provided for
comparison.

SK (kcal mol−2)
SKpred SKobs

Method: 6 12 18 MD GBMVII [16] Exp [11, 17]

Proteinb

Wt -0.73 -0.56 -0.33 -0.60 ± 0.22 0.53 2.1 ± 0.1
E12A -1.32 -1.51 -0.98 -1.52 ± 0.11 -1.14 1.3 ± 0.3
E42A -1.21 -1.43 -1.20 -0.91 ± 0.07 -0.74 0.9 ± 0.8
D101A -1.32 -1.24 -0.96 -0.94 ± 0.32 -0.53 2.1 ± 1.1
E128A -1.30 -1.04 -1.10 -1.02 ± 0.22 -0.68 1.6 ± 0.3
E77A -0.72 -0.66 -0.68 -0.52 ± 0.14 0.24 n/a

a The boundary at which the interaction between two atoms becomes zero.
b Wild-type archaeon Pyrococcus woesi TATA-binding protein (PwTBP, PDB code 1AIS) in complex with DNA.
The mutants are expressed in single-letter abbreviations for negatively charged amino-acids Glutamate (E)
and Aspartate (D) mutated to the neutral residue Alanine (A).

inclusion of all pair-wise Coulomb energies between the solute atoms. The latter will
cause deviation from the original CHARMM-potential which has the default non-bonded
interaction parameters set to 12 Å and also has based the force field development on
these settings (see the CHARMM documentation and parameter-files). In addition to
this, the CHARMM parameters were designed for molecular mechanics/dynamics in
explicit solvent and thus parameterized against the TIP3P [22] water model. Still, for
minimization purposes regarding CPU-hungry systems, the GBMV method offers a very
reasonable alternative instead of solvating the biomolecule in explicit water.

Molecular dynamics simulations imply that the SKpred is sensitive to the con-
formational adaptability

Since all structures were minimized from the same initial coordinates and since only
one single-point calculation was carried out, we cannot completely depict the relation
between the SKpred and structural reformation from minimizations alone. Further, no
error-bars can be obtained on one single structure (other than the dependence of grid-
spacing and other parameters or settings in the PBE protocol). Therefore, we ran a series
of MD simulations on each system, hunting for statistical quarry. We observed that the
trend for E42A is similar to what is seen for all other protocols (except for the 20 Å cut-off
protocol). This is probably because of the default non-bonded settings in the MD-protocol
(Table 1) and may also be due to the limited simulation time.
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Figure 5: SKpred versus the non bonded interaction energy between TBP and DNA (∆H). The ∆H term consist
of Lennard-Jones 6-12 (van der Waals) energies and Coulomb energies. Each ensemble has ten structures which
are the final structure of ten independent Molecular Dynamics simulations using the default 10-12-14 Å non-
bonded cut-off. All mutants indicated in Table 1 and the wild-type PwTBP are included in the plot. The
correlation between the SKpred and the force field enthalpy is 0.7943 and shown by the dotted line.

The potential felt by the DNA depends only on the number and distribution of pro-
tein charges, and thus the salt-dependence will be fairly linear with the interaction energy
between the protein and the DNA in complex. In other words: the DNA does not care if
the bound protein is altered, but will only respond to changes in the Coulomb and vdW
interaction potential. This allows us to estimate a simple linear relationship between the
two bound molecules and thus reduces the computational burden when computing the
SKpred for a large set of structures that have been generated from molecular simulations
(i.e. from molecular dynamics or Monte Carlo). The only requirement is a series of com-
puted SKpred done on a structure bound to the very same DNA for consistency.

It is clear that the non-bonded force-field energies for the ensemble of structures gen-
erated from MD simulations correlates with the SKpred (Fig. 5). Notice that this Coulomb

energy is truncated at 12 Å during the molecular dynamics simulations and thus the
structures are adapted accordingly to these circumstances, but that the single-point en-
ergy is computed including any of the solute atoms (i.e. no cut-off in Coulomb energy
between any pairs of atoms) and setting the dielectric constant, ε, to 2 instead of 1. The
reason for changing the ε value is to be consistent with the PBE setting, which has εin =2.

We do observe low energies in the non-bonded force-field energies between TBP-
DNA that has a weaker correlation with the corresponding SKpred, but for any one of
these outliers, at least one data-point was corrupt (and removed) or the variation in lin-
earity between the data-points for the slope was larger. Nonetheless the relation between



J. H. Bredenberg and M. O. Fenley / Commun. Comput. Phys., 3 (2008), pp. 1132-1153 1147

conformational adaptability and the changes in SKpred is significant, simple and linear,
which provides us with a quick way to assess the SKpred from a generated trajectory
(of the same system) that may contain several thousands of configurations. Processing
such a vast amount of configurations by means of PBE analysis is not very computa-
tionally efficient. For example, a “complete” SKpred calculation with the NLPBE for one
structure that takes some 15-30 minutes (which is fast and significantly efficient), would
require 6000-12000 hours for a trajectory of 10 nano-seconds in length and some 24000
structures. Thus, the approach of computing just a few single-point SKpred from a set of
structures (preferentially independently generated or else arbitrarily picked from a pro-
duction phase molecular dynamics simulation) with the NLPBE and then use the linear
fitting of these SKpred and the corresponding non bonded inter-molecular energy between
the protein and DNA reduces the computational time substantially (about ∼1000 times
faster). This approach opens up several possibilities to learn more about the actual biol-
ogy behind the salt-dependence in binding for proteins/peptides bound to nucleic acids,
and provides alternatives to connect SKpred with structural properties in the complex.

Combination of experimental SKobs and inter-molecular protein-DNA molec-
ular mechanics energies provides a hybrid prediction of the salt-dependence
in binding, SKhyb

Inspired by the good correlation between the SKpred versus the non-bonded energy ob-
tained in the MD simulations (Fig. 5) that we described in the previous section, we ex-
amined the corresponding relation between the experimental SKobs and the non-bonded
energy for the minimized wild-type and mutant PwTBP structures that we recently re-
ported (Bredenberg, Russo, Fenley -Biophys. J, in press). Note that in this case we com-
pute the energy for one single and minimized structure of each representative of the vari-
ant PwTBPs (Fig. 6). We found that the Coulomb and Lennard-Jones energies between the
protein and the DNA correlate well with the experimental SKobs (Fig. 6). In this fitting,
we computed the full non-bonded inter-molecular energy between the protein and DNA
using a dielectric constant, ε=2, just as we did for the SKpred versus the non bonded force
field energy in the previous section (using the standard ε=1 would not change anything
else than an offset of the data-points). The correlation between experimental SKobs and
non bonded interaction energies between the PwTBP and DNA is good even for the cases
of multiple mutants (Fig. 6), and thus provides us a direct way to predict what the exper-
imental SKobs would be for some selected mutants. We shall call this the SKhyb, since it is
calculated from a linear fit between experiments and molecular mechanics energies.

Interestingly, the interpolation even predicts the SKhyb for TBPs from the mesophilic
ScTBP too (Fig. 6), being very close to the experimental SKobs, which is -4.6. The latter
have a comparable number of DNA base-pairs in their two crystal structures as do the
PwTBP, and we can see that the numbers of base-pairs need not to be exactly the same,
nor does the bases need be identical to give a reasonable estimate of the SKhyb. While
this may be somewhat incidental, we also checked other PwTBP-DNA structural vari-
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Figure 6: Experimental SKobs versus interaction enthalpies between TBP and DNA in the wild-type and mini-
mized PwTBP-DNA in explicit solvent (with the default cut-off). The enthalpy (∆H) includes all atoms (with
an “infinite” cut-off), and even double-, triple-, and the quadruple mutants was included in the fit. All struc-
tures with available SKobs used for fitting are labeled 1 to 8: E12A (1), E42A (2), E128A (3), E12AE128A
(4), E12AE42A (5), E12AE42KE128A (6), E12AE41KE42KE128A (7) and the wild-type (8). Their respective
SKobs are adapted from references [11, 17]. The correlation coefficient R is 0.96523 and the linear equation is
SKhyb =2.77932+0.00265·∆H±0.28, shown by the dotted line.

ants and found excellent agreement with experiments when exactly the same number of
base-pairs were used in the structure (from another PwTBP crystal structure – PDB code
1d3u that has 23 base-pair in each strand which were truncated to 17 base-pairs/strand),
and an offset of about 0.75 units when the number of base-pairs was increased from 17
to 23 which is not surprising since there will be a system-dependency on the fitting (Ta-
ble 2). For any of the SKhyb, we minimized the structures accordingly to the 10-12-14

Å explicit solvent minimization. We are aware that this is in a way system-dependent,
but argue that the dependence is internal and due to the class of proteins and the num-
ber of DNA-bases present in the modelling. Thus, we need not worry about mimicking
the exact experimental conditions in the fitting between SKobs and protein-DNA force
field interaction energies, and plan to report a follow-up in the SKhyb approach for other
proteins or peptides in complex with DNA/RNA (Bredenberg and Fenley, preprint).

Importantly – however – is that the fitting of experimental versus a model case ap-
pears in this case to hold for different TBPs and that we can use this method and arbitrar-
ily choose the number of bases present in the structure for the fitting against experiments.
This assures us that the force-field is doing a good job provided that the modelling is ac-
curate and it also assures us that the experiments are consistent despite being conducted
in independent laboratories [11, 17, 18, 32].
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Table 2: Suggested mutants from a fitting of known SKobs versus the non-bonded interaction energy between
wild-type or mutant variants of Pyrococcus woesi TATA-binding protein and DNA. Some experimental SKobs
for the PwTBP that was not used in the fitting and from Saccharomyces cerevisiae TATA-binding protein to
DNA is provided for comparison.

SK (kcal mol−2)
SKpred SKhyb SKobs

Method: 12 GBMVII [16] Exp. + MM Exp. [11, 17]

Protein
Pw
wt(2) 0.73 1.25 2.1
wt(3) -0.04 2.12 2.1
D3A -0.54 0.47 1.54
*E12K -2.26 0.57 1.2
D19A -1.28 -0.40 1.38
E27A -0.60 -0.12 1.49
K37E 0.15 3.26
H49R -1.82 1.11
D51A -0.79 -0.31 1.42
D51K -1.03 0.91
D52A -0.49 -0.08 1.52
D52K -1.03 1.02
E77A -0.67 0.24 1.50
*D101A -1.24 -0.53 1.38 2.1
*Q103A -0.47 2.01 2.3
D110A -0.87 -0.24 1.40
E130A -0.76 -0.81 1.35
E130K -0.97 0.78
E128AE130A 0.67
E128KE130K -2.94 -0.53
E41AE42A 0.66
E41KE42K -2.98 -0.67
D51AD52A -0.98 0.95
D51KD52K -1.11 ∼0
E12AE41KE128A -2.40 -0.55
Sc
wt(1) -5.94 -4.59 -4.6
wt(2) -5.92 -4.77 -4.6

Pw: wt(2), PDB code: 1D3U, with 23 base-pairs and wt(3), PDB code: 1D3U, with number of base-pairs
reduced to 17. Sc: wt (1), PDB code: 1YTB and wt (2), PDB code: 1YTF. Mutants labeled with a * have
experimental SKobs available, but was not used in the fitting of the SKhyb.
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Biological implications in salt-dependent association of DNA and novel
PwTBP mutants suggested from SKpred or SKhyb

Now, if SK >0 then the binding should increase with increasing salt concentration. It is
clear from Fig. 6 that the enthalpy (i.e. non-bonded energy) of the solute increases with
increasing SKobs and becomes less favorable. This implies that the entropy of the solute
must be more favorable than the loss in enthalpy at higher SK and that the solvent (wa-
ter and mobile ions) itself must gain in free energy since Gtot = Gsolute + Gsolvent. For
the D51KD52K mutant the SKhyb is close to zero (Table 2) and if this holds true, then
this mutant should be less sensible or even insensible in DNA-binding relative to the salt
concentration in the solvent. This actually supports the idea that two ions are incorpo-
rated in the wild-type PwTBP-DNA complex [32] (that is the experimental interpretation
of SKobs > 0) and may hint that the binding site of these two ions are close to residues
D51 and D52. When these two acidic residues are substituted for two positively charged
lysines, the protein no longer needs prosthetic ions from the solvent and thus will be in-
sensitive to the salt-concentration. This does not contradict the possibility that the salt
dependence in the binding of PwTBP to DNA is accompanied by an increase in reactivity
of the PwTBP when the salinity is increased (Bredenberg, Russo and Fenley – Biophys. J.,
in press). On the contrary, when internal protein salt-bridges are broken, ions from the
solvent may compensate by binding to the unbound partner of the disrupted ion pair in
the protein. More theoretical and experimental studies are needed to unravel this relation
fully.

The K37E mutant is predicted to have a SKhyb larger than the wild-type (Table 2). This
residue (K37) is close to the DNA (Fig. 1) and forms hydrogen-bonds to the phosphate-
backbone. When introducing an acidic residue at this position, the salt-dependent char-
acter of the binding will increase (provided that the mutant structure has a functional fold
that binds to DNA). For the specific case of the K37E mutant, the force-field non bonded
energy between the TBP and DNA would be > 0 (Fig. 6), and thus it is questionable if
other contributions to the free energy in binding (e.g. increasing the salt concentration in
the solute) would suffice to allow the complex formation between this mutant and the
DNA.

4 Conclusions

The use of default non-bonded settings in the force field for geometry optimizations of
a structure should be fine as long no residues are located beyond the truncated zone
of pair-wise Coulomb energies. For residue mutations that are remote from a binding
co-partner (i.e. nucleic acid or another protein/peptide) the results from a subsequent
PBE prediction of the binding, salt-dependence and other computed properties that re-
lates to structure-energy relationships should be closely examined and caution should
be made about conclusions drawn from such cases. Using a larger cut-off in the non-
bonded scheme improves the linearity between the SKpred and RO-O. Thus, ideally one
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would want to include all atoms in the minimization/molecular dynamics simulations,
but such an increase in non-bonded listing is also computationally more demanding.

We show that the non bonded inter-molecular energy between the DNA and the pro-
tein is highly correlated with the SKpred within an ensemble of structures that are either
identical in sequence or mutant forms of the same protein binding to the same stretch of
DNA. We also show that the correlation between the enthalpic component in the force-
field energies against experimentally determined SKobs is highly linear and this suggests
that the binding of TBP to its DNA-TATA recognition element follows the same physical
laws and do not bind with different mechanisms. Yet simple, this hybrid – SKhyb – from
molecular mechanics non-bonded energies and experimental SKobs may prove useful in
extracting structural information coupled to changes in the salt dependence of peptides
and proteins associating to nucleic acids. Thus, we are currently exploring several other
systems for which three-dimensional structures together with thermodynamic binding
affinity data at various salt concentrations are available in the literature. We have a series
of studies with regard to the SKhyb approach and its very diverse applications on other
biomolecular systems are underway (Bredenberg and Fenley, in preparation).

Our results reported in this work enables us specifically to suggest novel mutants
for the PwTBP and – in general – may be a useful auxiliary tool in understanding the
character of macromolecular assemblies of peptides/proteins and nucleic acids by using
multi-disciplinary methods that are based on both theory and experiments. Thus, we
expect that this paper will encourage and enhance collaborations between scientists from
both theoretical and experimental labs focusing their research on nucleic acid association
with other biologically important molecules: proteins, peptides or substrates for drug
design.
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