
COMMUNICATIONS IN COMPUTATIONAL PHYSICS
Vol. 1, No. 5, pp. 898-919

Commun. Comput. Phys.
October 2006

The Modified Ghost Fluid Method as Applied to
Extreme Fluid-Structure Interaction in the

Presence of Cavitation

T. G. Liu1,∗, B. C. Khoo2 and W. F. Xie1

1 Institute of High Performance Computing, #01-01 The Capricorn, Singapore

Science Park II, Singapore 117528.
2 Department of Mechanical Engineering, National University of Singapore,

Singapore 119260.

Received 30 September 2005; Accepted (in revised version) 13 March 2006

Abstract. In this work, the modified Ghost Fluid Method is further developed to ap-
ply to compressible fluid coupled to deformable structure, where the pressure in the
structure or flow can vary from an initial extremely high magnitude (such that the solid
medium can be under plastic compression) to a subsequently very low quantity (so that
cavitation can occur in the fluid). New techniques are also developed in the definition of
the ghost fluid status when the structure is under plastic deformation or when the flow
is under cavitation next to the structure. Numerical results show that the improved
MGFM for treatment of the fluid-deformable structure coupling works efficiently for
all pressure ranges and is capable of simulating cavitation evolution and cavitation re-
loading in conjunction with the employment of the isentropic one-fluid cavitation model.

Key words: Ghost fluid method (GFM); modified ghost fluid method (MGFM); one-fluid cavi-
tation model; cavitation reloading; cavitation-structure interaction.

1 Introduction

Cavitation occurs in fluid flow when the low pressure in the liquid reaches the limit of
saturated vapour pressure. One example is the flow generated by an underwater explosion
near a structure and a free surface, where (bulk) cavitation just below the free surface and
(hull) cavitation nearby the structure are usually created and subsequently collapse very
violently. As cavitation collapse can induce a strong pressure surge, the loading caused by
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an underwater explosion on the nearby structure physically consists of direct underwater
shock loading and cavitation reloading. Traditionally, the shock loading is considered
as a major if not the sole contributor to the structural failure. With the advances of
experimental and numerical techniques, some recent experiments and numerics have shown
that cavitation can affect the pressure loading of the structure significantly [5, 21, 22, 43,
44]. Brett et al. [5] conducted a series of experiments investigating a cylinder deformation
associated with underwater explosions. The cavitation reloading on the structure arising
from the cavitation collapse can be clearly observed in their experimental results. The
underwater experiments and numerical simulations carried out by Wardlaw and Luton
[43] in a cylindrical container further showed that the peak pressure caused by cavitation
collapse can be up to 40% of the peak pressure associated with the initial/direct shock
impact. Recent numerical simulations by Liu et al. [21] and Xie et al. [44] also affirmed
that the pressure surge caused by cavitation collapse near a rigid wall can attain up to
40%∼50% of the said peak pressure. Consequently, it is important and perhaps critical
to ascertain correctly the possible cavitation reloading on the structure in order to assess
accurately the overall loading.

From the viewpoint of numerical simulation, however, it is still extremely challenging to
fully simulate the flows generated by an underwater explosion near a deformable structure.
There are several difficulties encountered in the modelling and simulating of such unsteady
flows. These are summarised as follows

1) The structural deformation and compressibility have to be taken into account. Under
the impact of a strong underwater shock, the solid structure can behave like a fluid
and strong transmitted compression waves can propagate inside the structure.

2) Fluid phase transition or cavitation has to be modelled in order to capture the
possible cavitation reloading on the structure.

3) The fluid-structure non-linear interaction has to be faithfully captured. This is
perhaps the most difficult and challenging part in the numerical simulation. The
said interaction is usually simplified as in previous numerical works, especially those
calculated using commercial software.

4) The treatment of the moving explosive gas-water interface and the free surface is
another key challenge.

Some recent analysis and discussions on the influence of a free surface on the structural
loading may be found in [22]. The treatment of the moving gas-water interface and
discussions on shock wave refraction at a moving gas-water interface can be found in [24,
25]. Discussions on various unsteady cavitation models may be found in [21].

In this work, the focus is on the treatment of the moving fluid-structure interface,
which plays a key role in the accurate evaluation of the shock loading and cavitation
reloading on the structure. On the other hand, it is well known that the treatment of
moving material interfaces is still very challenging, especially if the density ratio of the
two media is very large (like air-water flow) or one of the media is constituted with a
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stiff equation of state (like the present solid medium); the difficulties are associated with
the numerical oscillations generated in the vicinity of the material interface(s). Such
oscillations (especially pressure oscillations) are partly analyzed mathematically by Karni
[15]. To suppress the oscillations, various techniques have been developed [1, 2, 7, 14,
15, 19, 20, 38]. With these techniques, numerical oscillations can be greatly suppressed
and even completely removed. On the other hand, such additional techniques inevitably
made the integrated algorithms much more complex, computationally more costly and
even the non-trivial extension to multi-dimensions. In order to overcome those mentioned
difficulties, a flexible technique called ghost fluid method (GFM) was recently developed
by Fedkiw et al. [9] to treat the moving material interface and simultaneously keep the
simplicity of the Eulerian method. The key point of the GFM-based algorithm is to
properly define the ghost fluids, which is the main difference among the various GFM-based
algorithms [1, 3, 9, 11, 16, 24, 42]. The relatively easy extension to multi-dimensions is one
of its main advantages. However, which GFM-based algorithm is most appropriate was
found to be problem-related [23, 24]. To develop a more universally applicable GFM, Liu
et al [24] proposed the modified Ghost Fluid Method (MGFM), where an approximate
Riemann problem solver (ARPS) was employed to predict the ghost fluid status. The
MGFM has been shown to be robust and efficient when applied to gas-gas or gas-liquid
compressible flows [23, 24, 42].

In this work, our intent is to apply the MGFM to treat the fluid-deformable structure
interface. Since a solid medium can be under plastic deformation due to the strong impact
of a shock wave, resulting in a leading elastic wave and a trailing plastic wave propagat-
ing simultaneously in the solid medium. In such a situation, the influence of structural
permanent deformation on the fluid-structure coupling has to be taken into account in
the definition of the ghost fluid status. To do so, the ARPS will be further developed to
take into account the influence of structure plastic deformation. The possible appearance
of cavitation causes further difficulties in predicting and defining the ghost fluid states in
the late stage of fluid-structure interaction. A new technique will also be developed to
define the ghost fluid status in such situations based on the physical fact that the acoustic
impedance of a solid medium is usually far larger than that of the cavitating flow and
that the pressure inside the cavitation region is physically quite low. One will find that
the improved MGFM technique for treating the fluid-structure coupling can ensure that
the MGFM-based algorithm work effectively for all pressure ranges from the initial very
high pressure (where the structure experiences elastic or even plastic compression) to the
subsequent much lower pressure environment (where fluid flow cavitation can occur next
to the interface). The present developed MGFM together with the isentropic one-fluid
cavitation model developed recently in [21] is capable of capturing the shock loading as
well as the cavitation reloading.

The remaining text is organized as follows. The Euler equations with the EOS for
gases, water and solid structure are presented in Section 2 together with the isentropic
one-fluid model for cavitating flow. In Section 3, the MGFM is briefly introduced and
then new techniques will be developed to define the ghost fluid status for the situations
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when the structure is under plastic deformation or the fluid is under cavitation next to
the structure. In Section 4 various examples with analytical solutions available are used
to validate the present method. The present method is then applied to multi-dimensional
fluid-deformable structure coupling to capture the shock loading and cavitation reloading.
A brief conclusion is given in Section 5.

2 Governing equations

One of the intents of the present work is to simulate the underwater explosion near a
structure so as to evaluate the shock loading as well as the cavitation reloading. In
the simulation, explosive gas flow, compressible water flow with possible cavitation and
compressible solid medium are involved. The Euler equations for 2D compressible explosive
gas, compressible water and fluid-like solid medium can be written in a consistent form as

∂U

∂t
+

∂F (U)

∂x
+

∂G (U)

∂y
= S (U) , (2.1)

p = p (e, ρ) . (2.2)

The respective expressions of U , F , G and S for explosive gas flow are given as
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(2.3)
Here, ρ is the gas flow density, p is the pressure, u and v are the flow velocity components in
the respective x and y directions. E is the total energy and given as E = ρe+0.5ρ(u2+v2),
where e is the internal energy per unit mass. n is a system parameter which takes on a
value of 1 or 2. If n is set equal to 1, system (2.1) is for planar 2D flow; if n is set equal
to 2, it is for 2D axis-symmetric flow. As water, solid and cavitating flow are assumed
compressible and barotropic, the total energy equation is not required to be solved directly
and thus not employed in the computation.

For cavitating flow, we employ the one-fluid model to simulate the cavitation evolution.
The flow (averaged) density is then expressed as

ρ = αρg + (1 − α) ρl.

Here, ρl is the density of water component, ρg is the density of vapor component and α is
the void fraction. If α is set to 0, it becomes a pure liquid (water) flow, while if α is set
to 1, the flow is a pure gas (vapour).

The level set technique [29] is employed to capture the locations of the explosive gas-
water and water-structure interfaces. The governing equation to advance the level set
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function φ(x, y) can be expressed as

∂φ

∂t
+ u

∂φ

∂x
+ v

∂φ

∂y
= 0. (2.4)

The level set function is usually the signed distance function with re-initialisation in order
to maintain the accuracy [35]. In the present study, equation (2.4) is numerically solved
via the second-order method developed in [20].

Equation (2.2) is taken as the equation of state (EOS) for closure of system (2.1). The
γ-law is assumed valid for gases and can be written as

ρe =
p

γg − 1
(2.5)

where γg is the ratio of specific heats for the gas. Physically, the JWL equation is a more
accurate EOS for explosive gases. On the other hand, the simple perfect gas law is also
frequently employed to constitute the explosive gases but with γg usually not less than 2.
In this work, the perfect gas law is used and γg is set to be 2.0 for the explosive gases only
for computational purpose. The application of the JWL EOS using GFM or MGFM-based
algorithms can be found in [9, 24], respectively.

Tait’s EOS is used for compressible water and given as

p = B

(

ρ

ρl0

)N

− B + A. (2.6)

Here, B and A are constants and set equal to 3.31× 108Pa and 105Pa, respectively, while
ρl0 = 1000kg/m3 is the reference density for water, and N is set to be 7.15. It may be
noted that there are several versions of EOS for water. Among them, Tait’s equation is
the simplest. We should emphasize that the techniques to be developed in this work can
be easily applied to a more general EOS.

The Tait EOS can also be employed to constitute the solid medium [26]. Using Tait’s
EOS, however, makes no distinction between the material under plastic and elastic defor-
mation; there is only one wave generated in the structure even under plastic deformation.
Physically, there are both elastic and plastic waves propagating in the structure under
plastic deformation. The more accurate EOS for compressible solid medium is the Hydro-
Elasto-Plastic EOS [37], which is expressed as

p =
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3
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(2.7a)
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+ pa. (2.7b)
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Here, m, Y , G and β are the bulk modulus, the yield stress, the modulus of rigidity
and a model constant, respectively. The subscript “0” refers to an initial state. ρa is
the solid density at pressure (stress) pa, which is usually taken to be one atmosphere.
ρ1 = ρ0e

−(2τ0+Y )/2G and ρ2 = ρ0e
−(2τ0−Y )/2G. We note that the associated stresses at ρ1

and ρ2 as p1 (negative) and p2 (positive), respectively. Once the solid stress is beyond p2,
the solid is under plastic compression, while if the stress (negative) in the solid is below p1

the solid is under plastic tension. There are two waves generated when the solid is under
plastic deformation. One is a leading elastic wave and the other is a trailing plastic wave.
More details on EOS (2.7a) can be found in [37].

In the modeling of transient cavitating flow, there are generally two different ap-
proaches. One is called the two-fluid method [17, 30, 32]. The other is the one-fluid
method [8, 18, 40, 41]. The first approach assumes that both phases co-exist and each
phase is governed by its own set of differential equations. Because the exchange of mass,
momentum and energy is treated explicitly as transfer terms in this approach and the pa-
rameters relating to phase exchange are generally unknown, the two-fluid model is seldom
employed to the unsteady cavitation flow of the present interest.

On the contrary, the one-fluid method treats the cavitating flow as a mixture of two
fluids behaving as one. Thus, one set of differential equations expresses the whole fluid
motion. The one-fluid model is relatively easy to treat the dynamic creation and collapse
of cavitation. Since the cavitation dimension and pressure surge caused by cavitation
collapse are the major concerns in the underwater explosion, the developed methods for
modelling such unsteady cavitation flows are usually one-fluid methods and governed by
the Euler equations, where the flow viscosity, thermal conductivity, surface tension and
turbulence are generally neglected.

The application of a one-fluid cavitation model can be implemented as follows

p =

{

Tait’s EOS, if p ≥ psat

Cavitation Model, if p < psat
, (2.8)

where psat is the physical saturated pressure. The commonly used one-fluid cavitation
models in underwater explosions are the Cut-off model [43] and the Vacuum model [36].
Both are essentially pure-fluid models without phase exchange taken into account. Schmidt
et al. [31] developed a one-fluid model for modeling high-speed cavitating nozzles. How-
ever, the Schmidt model can only work effectively for small size cavitation with a small
ratio of vapor density to surrounding liquid density (less than 10−5) as shown in [21, 44].

Recently Liu et al. [21] successfully developed a mathematically consistent and phys-
ically reasonable one-fluid cavitation model called isentropic one-fluid cavitation model
via assuming that the cavitating flow is a homogenous mixture consisting of isentropic
vapour and water components. If the cavitating mixture is assumed homogenous, one can
rigorously obtain the governing equation for the evolution of void fraction

dα

dp
= α(1 − α)

(

1

ρla
2
l

−
1

ρga2
g

)

, (2.9)
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which further leads to the equation of state for the mixture,

α

1 − α
= k

(p̄/p̄cav)
1/N

(p/pcav)1/γ
, (2.10)

ρ =
kρcav

g + ρcav
l

(p̄/p̄cav)
−1/N + k (p/pcav)

−1/γ
, (2.11)

where k = α0/(1 − α0). ρcav
g and ρcav

l are the associated gas and water density at the
cavitation pressure pcav ≤ psat, respectively. α0 is the known void fraction of the mixture
density at psat. Thus, the EOS for the water with the isentropic one-fluid cavitation model
can be written as

ρ =



















ρl0

(

p + B − A

B

)1/N

p ≥ psat,

kρcav
g + ρcav

l

(p̄/p̄cav)
−1/N + k (p/pcav)

−1/γ
p < psat.

(2.12)

The void fraction is calculated using (2.10) once the pressure is obtained via (2.11) using
iteration. The isentropic one-fluid cavitation model has several good features in compar-
ison to the other existing one-fluid models. It will be employed in the present study and
simulations of cavitating flow. Detailed analysis and discussion about this model and other
previous cavitation models may be found in [21].

3 The MGFM applied to fluid-structure coupling

3.1 The GFM-based algorithm

In a GFM-based algorithm, the level set technique is usually employed to capture the
moving interface. With the employment of ghost cells and the definition of ghost fluids,
the GFM makes the interface “invisible” during the computation of flow field such that
its extension to multi-dimensions becomes fairly simple. The GFM-based algorithm holds
some very good properties in contrast to previous conservative methods. These are:

1) There are no difficulties in constructing the numerical flux in the vicinity of the
interface; construction of an efficient and correct numerical flux over a fixed mesh
for many existing conservative method is usually very involved and computationally
expensive (even more so in multi-dimension) [7, 20].

2) There is no ambiguity in the use of EOS in the updating of the solution; which EOS
should be employed in the updating of the solution for the mixture cells can be less
clear for a traditional conservative method. As a consequence, an artificial EOS is
usually introduced for overcoming this difficulty [2, 14, 34, 38].

3) A sharp interface is maintained; the smearing of the material interface leads to low
accuracy in the vicinity of the interface and usually triggers numerical oscillations
for a more traditional conservative method [1, 15].
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4) A GFM-based algorithm is easily extended to multi-dimensions; the additional tech-
niques used to suppress and remove the numerical oscillations usually lead to a non-
trivial extension of the method to multi-dimensions for several existing conservative
methods [20, 38].

5) Each medium can be solved using one’s own favourite solver [6]; this is a unique
property of a GFM-based method.

6) Each medium can have very different properties (and to some extent EOS) from
another [6]; that is one medium can be compressible and/or inviscid and another be
incompressible and/or viscous.

The GFM-based algorithms have been successfully applied to various areas such as the
treatment of discontinuities in compressible and incompressible flows [6, 33], flame and
detonation fronts [10, 28], and fluid-structure coupling [26, 45]. One the other hand, a
GFM-based algorithm is usually non-conservative. There are attempts to make the GFM-
based algorithm conservative [4, 12, 27]. However, an efficient and practical conservative
GFM-based algorithm has yet to be developed. The other issue for the GFM-based algo-
rithm is that its performance depends on the definition of the ghost fluid status and the
implicit capture and imposition of boundary conditions at the moving interface. In fact,
in order for a Ghost Fluid Method (GFM)-based algorithm to work correctly, Conditions
[23] must be satisfied and the influence of wave interaction at the material interface and
the effect of material properties on the interfacial status have to be faithfully taken into
account in the definition of the ghost fluid status [23, 24, 42].

3.2 The modified ghost fluid method (MGFM)

The modified GFM (MGFM) [24] has been shown to be very robust. In the MGFM, the
ghost fluid states are defined using the interfacial states, which are obtained via solving a
defined multi-medium Riemann problem along the normal direction of the interface using
the two non-linear characteristic equations intersecting at the material interface. There
are two nonlinear characteristics intersecting at the interface; one stems from the left
medium flow while the other originates from the right medium flow. They can be written
in association with system (2.1) along the normal direction of the interface as

dpI+

dt
+ ρILcIL

dunI+

dt
= SI+, along

drnI+

dt
= unI + cIL, (3.1a)

dpI−

dt
− ρIRcIR

dunI−

dt
= SI−, along

drnI−

dt
= unI − cIR, (3.1b)

where subscripts “I”, “IL”, “IR” refer to the interface, the left side of the interface and
the right side of the interface, respectively. The subscripts “+” and “−” indicate that
the derivatives are evaluated and approached from the left and right sides of the interface,
respectively. ρIL(ρIR) and cIL(cIR) are the density and sound speed on the left (right) side
of the interface; SI+ and SI− are the remaining terms associated with system (2.1), which
are explicitly treated; unI and pI are the normal velocity and pressure at the interface.
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rn = ~r · ~n, un = ~V · ~n and ~n = ∇φ/|∇φ|, where ~r is the position vector and φ is the
level set function. We solve system (3.1) to obtain the interfacial status and then use this
predicted interfacial status to define the ghost fluid status in the MGFM.

System (3.1) has to be specially solved to ensure the correct shock wave refraction
at the interface. As such, an approximate Riemann problem solver (ARPS) based on a
doubled shock structure is employed [20] to solve system (3.1) and can then be written as

pI − pIL

Wl
+ (unI − unIL) = ∆tSI+ , (3.2a)

pI − pIR

Wr
− (unI − unIR) = ∆tSI− , (3.2b)

Wl =

√

pI − pIL

1/ρIL − 1/ρL(pI)
, Wr =

√

pI − pIR

1/ρIR − 1/ρR(pI)
. (3.2c)

Here, ρL(pI) and ρR(pI) are the shocked fluid densities at pressure pI for the left and
right shock waves, respectively. The left shock wave has a flow pressure pIL and velocity
uIL +∆tSI+ ahead of the shock front, while the right shock wave possesses a flow pressure
pIR and velocity uIR−∆tSI− ahead of the shock front. Here ∆t is the time step size. Using
(3.2a) and (3.2b), an implicit function of pI is obtained and has to be solved iteratively for
pI . In order to get the interfacial status via system (3.1), the flow states UnIL and UnIR on
the respective left and right sides of the interface along the two non-linear characteristic
lines in the normal direction have to be obtained in advance. UnIL and UnIR are usually
obtained via interpolation in the respective left and right media.

3.3 Defining ghost fluid status under structure plastic deformation

We assume that the fluid is located on the left side of the interface, while the structure is
on the right side of the interface. The ARPS (3.2) can then be expressed as

pI − pIL

Wl
+ (unI − unIL) = ∆tSI+ , (3.3a)

pI − pIR

Wr
− (unI − unIR) = ∆tSI− , (3.3b)

Wl =

√

pI − pIL

1/ρIL − 1/ρw(pI)
, Wr =

√

pI − pIR

1/ρIR − 1/ρs(pI)
, (3.3c)

using EOS (2.6) for water and EOS (2.7a) for the solid medium. Here ρw(pI) and ρs(pI)
are the respective water and solid densities at pressure pI .

The success of the ARPS (3.2) as applied to the gas-gas or gas-water Riemann problem
depends on that there is at most one non-linear Riemann wave admitted in each medium
to connect the interface, and that the said non-linear wave must connect with the initial
status. If the solid is under elastic deformation, the solution structure of a fluid-solid
Riemann problem with EOS (2.7a) is similar to that of a gas-gas or gas-water Riemann
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problem, system (3.3) thus can be directly employed to predict the interfacial status in
such situations. On the other hand, there can be two non-linear Riemann waves in the
solid medium when the solid medium is under plastic deformation. In such a situation,
the history of solid deformation must be known and recorded in order to obtain the solid
state. In other words, the influence of both plastic and elastic waves has to be taken
into account in order to accurately determine the interfacial status. Since the non-linear
Riemann wave next to the interface in the solid medium actually connects to the state
behind the elastic wave when the solid medium is under plastic deformation, the influence
of the elastic wave has to be taken into account first and then the plastic wave in order
to correctly determine the interfacial status in solving system (3.1). To do so, UnlR must
be replaced by U2—the state behind the elastic wave. This leads to the following ARPS
used when the solid is under plastic deformation:

pI − pIL

Wl
+ (unI − unIL) = ∆tSI+ , (3.4a)

pI − p2

Wr
− (unI − unIR2) = ∆tSI− , (3.4b)

Wl =

√

pI − pIL

1/ρIL − 1/ρw(pI)
, Wr =

√

pI − p2

1/ρ2 − 1/ρs(pI)
. (3.4c)

Here, unIR2 = unIR +
√

(p2 − pIR)(1/ρIR − 1/ρ2), which is obtained via the shock re-
lationship for the leading elastic shock wave with UnIR as the state ahead of the shock
front. System (3.4) will be employed to predict the interfacial status when the interfacial
pressure is beyond p2 such that the solid medium is under plastic deformation.

3.4 Defining ghost fluid status under low pressure and fluid cavitation

The ARPS (3.3) works efficiently if the pressure ratio of fluid to the structure is high.
On the other hand, because iteration is required in solving (3.3), the convergence is not
efficient when the pressure inside the solid is not very high due to the extreme insensitivity
of density change in response to the pressure change. (In such situations, the structure is
under elastic deformation). To increase the computational efficiency, the ARPS (3.3) was
replaced by an explicit characteristic method in such situations [26]. This technique also
works well for the Hydro-Elasto-Plastic EOS. More specifically, the acoustic impedances
of ρILcIL and ρIRcIR are assumed constant, resulting in the direct solution of (3.3) as

pI − pIL

ρILcIL
+ (unI − unIL) = ∆tSI+ , (3.5a)

pI − pIR

ρIRcIR
− (unI − unIR) = ∆tSI− . (3.5b)

Theoretical analysis has shown [26] that system (3.5) indeed provides accurate interfacial
status if the pressure ratio is not high (less than 10E4). Numerical results to be given in
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Section 4 will show that the non-iterative system (3.5) works indeed far efficiently than
the iterative system (3.3) in the low-pressure situations (see Cases 1 & 2 in Section 4).

Cavitation frequently occurs due to fluid-structure interaction. Once cavitation ap-
pears next to the structure, tension waves (negative stress) may exist next to the interface
in the structure. As a result, a negative pIR may be erroneously obtained, leading to a
negative interfacial pressure calculated using (3.3) or (3.5). The interfacial pressure, how-
ever, should never be negative physically due to the presence of flow cavitation. This leads
to the inapplicability of both (3.3) and (3.5). Special treatment to the interface in such sit-
uations, thus, has to be introduced. Because the pressure in the cavitation region is below
the saturated vapor pressure, which is very low (can be very close to zero), the pressure
change across the interface is small. Furthermore, due to the physical fact that a solid
medium is relatively extremely incompressible, the acoustic impedance (ρIRcIR) of solid
is very large with a magnitude usually and typically above O(10E6)kgm/s. As a result,
the magnitude of dpI−/(ρIRcIR) becomes negligibly small (usually less than 1.0E-5m/s).
Consequently, system (3.1) can reasonably be reduced to

dpI+

dt
+ ρILcIL

dunI+

dt
= SI+ , along

drnI+

dt
= unI + cIL , (3.6a)

dunI− =
dtSI−

ρIRcIR
, along

drnI−

dt
= unI − cIR . (3.6b)

Because the structural stress is not involved in (3.6b), the involvement of negative pIR in
predicting the interfacial status is avoided when tension waves appear next to the interface
in the structure. A simple yet efficient way to numerically solve (3.6) is to assume ρILcIL

as locally constant. As such, system (3.6) can be solved to directly obtain the interface
pressure and velocity as follows:

pI = pIL + ρILcIL

[

unIL − unIR −
∆tSI−

ρIRcIR

]

+ ∆tSI+ , (3.7a)

uI = unIR +
∆tSI−

ρIRcIR
. (3.7b)

System (3.7) does not always guarantee a positive pressure unless unIL−unIR is a positive
value or at most a negative value of small magnitude [26]. In the problems of present
interest, this condition is satisfied as the cavitation occurs in the late stage, where the
fluid-structure interface is well balanced. In fact, numerical results have showed that
unIL−unIR is always a small positive value in the present computation. For the cavitating
flow initiated by a sudden pull or motion of the solid boundary, in which unIL − unIR is
expected to be a negative value of large quantity, system (3.7) may fail to provide a positive
interfacial pressure. How to define the ghost fluid state in such a situation is still an open
question and subject of further research.

Here we summarize the procedure of predicting the interfacial status for various pres-
sure situations.
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1. Identify the interfacial cell and obtain the interfacial location, which is defined by
the level set function φ(x, y) = 0

2. Calculate the interfacial normal direction via ~n = ∇φ/|∇φ|

3. Obtain UIL and UIR via interpolation along the respective characteristic lines, and
project UIL and UIR in the normal direction to obtain UnIL and UnIR.

4. Predict the interfacial pressure and normal velocity via iteratively solving (3.3) if
the pressure ratio of pIL/pIR is high (larger than 1.0E4), or via directly solving (3.5)
if the pressure ration of pIL/pIR is not very high (less than 1.0E4) and both pIL and
pIR are larger than the water saturated pressure psat, or via formula (3.7) if either
pIL or pIR is less than the water saturated pressure psat; if the calculated interfacial
pressure is high than p2, use system (3.4) to recalculate the interfacial status.

5. Calculate the interfacial densities on the left and right sides via the respective EOS
employed. More specifically, if the predicted pI is less than psat, the EOS (2.12) is
used to obtain the interfacial density for the cavitating flow side in conjunction with
the Tait EOS; the EOS for the solid medium is applied to calculate the structural
density at the interface.

6. Calculate the x- and y- velocity components on both sides of the interface comprising
the interfacial normal velocity component obtained in Step 4 and the interfacial
tangential velocity component, which can be easily obtained via interpolation.

3.5 The integrated MGFM algorithm

Once the interfacial states are obtained, the ghost fluid status can be easily defined by
following the similar procedure as outlined in [24, 42]. Here we outline the procedure of
defining the ghost fluid status using the MGFM algorithm for two dimensions. We assume
the computational domain is rectangular. First, we define a rectangular computational
sub-domain [I1K , I2K ]× [J1K , J2K ] and an identification matrix SK for each medium (the
kth medium), where SK(i, j) = 1 if the grid point (i, j) is taken by the kth medium,
otherwise it is set to 0. We carry out the computation for each medium respectively,
and denote the result by Un+1

K after evaluating the ghost points within its computational
domain. Then the final solution in the new time step is given by Un+1 =

∑

Sn+1
K Un+1

K

where Sn+1
K is the new identification matrix of the kth medium, which is obtained in

advance by the level set technique. One can define a computational domain for each
medium that includes boundary points and grid points in the interfacial regions associated
with this medium within a band of 2 to 4 grid points defined by |φ| < ε. Here φ is the
level set distance function and ε is set to be about 3min(∆x,∆y); ∆x and ∆y are spatial
step sizes in the respective x and y directions. Within the band of |φ| < ε, if a grid
point, say (i0, j0), is identified to be next to the interface, one then follows the procedure
described in Section 3.4 to obtain the interfacial status. This predicted interfacial status
is then used to define the flow status at the point (i0, j0). Once all the ghost fluid points
next to the interface have been defined, one then iteratively solves the following convective
equation (3.8) to steady state to propagate the predicted interfacial status to other ghost
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fluid points in the band; the fluid status at the real fluid points and the ghost fluid points
next to the interface is fixed during the iteration of (3.8) given as

∂q

∂t
± ~n · ∇q = 0. (3.8)

Here q = [ρ, u, v, p]T and ~n = ∇φ/|∇φ|. If the normal direction of the level set function
(i.e. the normal direction of the interface) points towards the ghost fluid side, the plus sign
“+” is taken, otherwise the minus sign “−” is taken. To impose the continuity of pressure
and the normal velocity at the interface and therefore further reduce the conservative
errors in the integrated MGFM algorithm, the real fluid status just next to the interface
may also be replaced using the predicted interfacial status as used in [42]. This technique
is applied to Cases 1 & 2 in Section 4.

4 Applications

Various gas-gas, gas-water, gas-solid and water-solid problems have previously been ap-
plied to test the MGFM [23, 24, 42]. In this section, applications are focused on fluid-
structure coupling; the resultant pressure in the fluid side varies from extremely high to
very low value. The present integrated MGFM algorithm will also be employed to capture
the cavitation evolution and cavitation reloading during an underwater explosion near a
compressible structure. All computations are carried out using the MUSCL scheme [39]
with the HLL approximate Riemann solver [13]. All parameters are non-dimensionalized
unless otherwise noted. γg is set to 2.0 for explosive gas, N and non-dimensional B are
set to be 7.15 and 3.31E3 for water, respectively. The solid structure is assumed to be
steel in this work. β, non-dimensional m, non-dimensional Y and non-dimensional G, the
parameters associated with EOS (2.7a) are set to be 3.7, 6.0135E5, 9.79E3 and 8.53E5,
respectively. The non-dimensional τ0, pa and ρa are set to be 0.0, 1.0 and 7.8, respectively.
B, m, G, Y and pressure are non-dimensionalized with respect to 1.0E5Pa, the density
is non-dimensionalized via 1000kg/m3 and velocity is non-dimensionalized via 10m/s. We
emphasize again that taking into account the wave interaction and the influence of material
properties in the definition of the ghost fluid status is crucial for a GFM-based algorithm
to provide the correct solutions for the problems studied here.

Case 1: This is a 1D water-solid Riemann problem with the solid under low-pressure
compression. The initial conditions for water on the left are ul = 0.0, pl = 10.0 and
ρl = 1.0, while the initial conditions for the solid (steel) are ur = 0.0, pr = 1.0 and ρr = 7.8.
The computational domain is [0, 1] with total 401 grid points uniformly distributed. The
interface is initially located at 0.4 and CFL is set to 0.7. We run the computation to
6.66E-4. Figs. 1(a), 1(b) and 1(c) show the respective velocity profiles computed via (3.5),
(3.3) with iteration convergence up to 10E-6 and (3.3) with iteration convergence up to
10E-15 to predict the interfacial status. The analytical solution is provided for comparison.
From these Figures, it is clearly shown that (3.5) works quite efficiently in this given low
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pressure situation, while using (3.3), double-precision computation with sufficiently high
iteration convergence must be applied in order to ensure the MGFM-algorithm provides
comparable results with that using (3.5). This demonstrates that using the simplified
system (3.5) to predict the interfacial status is indeed a better choice than using system
(3.3) in the low-pressure situation in terms of both computational efficiency and accuracy.

Case 2: This is also a 1D water-solid Riemann problem with the solid under not very
high-pressure compression. The initial conditions for water on the left are ul = 0.0,
pl = 100.0 and ρl = 1.005, while the initial conditions for the solid are ur = 0.0, pr = 1.0
and ρr = 7.8. The computational domain is [0, 1] with total 401 uniform grid points
used. The interface is initially located at 0.4 and CFL is set to 0.9. Figs. 2(a), 2(b)
and 2(c) show the respective velocity profiles at t=8.56E-4 computed via (3.5), (3.3) with
iteration convergence condition of 10E-6 and (3.3) with iteration convergence condition
of 10E-12 to predict the interfacial status with comparison to the analytical solution.
Similarly, the MGFM-based algorithm of using (3.5) to predict the interfacial status works
computationally more efficiently than that using (3.3). In fact, numerical tests showed that
(3.5) can work very well to provide correct interfacial status if the pressure ratio is less
than 1.0E4.

Case 3: This is a problem of highly-pressurized water next to a steel wall, where the steel
is still in elastic deformation. The initial conditions for water on the left are ul = 0.0,
pl = 10000.0 and ρl = 1.23, while the initial conditions for the steel are ur = 0.0, pr = 1.0
and ρr = 7.8. (3.3) is employed to predict the ghost fluid status. The computational
domain is [0, 1] with total 201 uniform grid points. The interface is initially located at
0.4 and CFL is set to 0.9. Figs. 3(a) and (b) show the numerical velocity and pressure
profiles in comparison to the analytical solution at t=6.82E-4. The agreement between
the numerical results and the analytical is reasonable.

Case 4: This is a problem of extremely high pressure in water such that the solid is under
plastic deformation. The initial conditions for water on the left are ul = 0.0, pl = 80000.0
and ρl = 1.607, while the initial conditions for the solid are ur = 0.0, pr = 1.0 and ρr = 7.8.
(3.4) is employed to predict the ghost fluid status. The computational domain is [0, 1] and
there are in total 201 uniform grid points used. The interface is initially located at 0.4
and CFL is set to 0.9. Figs 4(a) and (b) show the numerical velocity and pressure profiles
in comparison to the analytical solution at t=6.79E-4. Both the elastic shock wave and
the plastic shock wave in the structure are captured correctly. The agreement between
the numerical results and the analytical is reasonable.

Case 5: This is a highly pressurized water stream impacting on the structure such that
the structure is under plastic compression. The initial conditions for water stream are
ul = 50.0 and pl = 50000.0. The structure is initially assumed to be stationary. The
computational domain is [0, 1] with 201 uniform grid points used. The interface is initially
located at 0.5 and CFL is set to 0.9. Figs. 5(a) and (b) show the numerical results
compared to the exact solution well at t=6.79E-4. Both the elastic shock wave and the
plastic shock wave are captured correctly by the present integrated MGFM.
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Figure 1: (a) The velocity profile obtained using (3.5) for Case 1 at t=6.66E-4. (b) The velocity profile obtained
using (3.3) with convergence 10E-6 for Case 1 at t=6.66E-4. (c) The velocity profile obtained using (3.3) with
high convergence 10E-15 for Case 1 at t=6.66E-4.
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Figure 2: (a) The velocity profile obtained using (3.5) for Case 2 at t=8.56E-4. (b) The velocity profile obtained
using (3.3) with convergence 10E-6 for Case 2 at t=8.56E-4. (c) The velocity profile obtained using (3.3) with
high convergence 10E-12 for Case 2 at t=8.56E-4.
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Figure 3: (a) The velocity profile obtained using (3.3) for Case 3 at t=6.82E-4. (b) The pressure profile obtained
using (3.3) for Case 3 at t=6.82E-4.
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Figure 4: (a) The velocity profile obtained using (3.4) for Case 4 at t=6.79E-4. (b) The pressure profile obtained
using (3.4) for Case 4 at t=6.79E-4.

Case 6: This is a case of an underwater explosion near a planar structure. A high
pressure air cylinder of unit radius is located at the origin (0.0, 0.0) in water and the
initial flow parameters inside the explosive bubble are ρg=1270.0kg/m3, pg=8290bar,
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Figure 5: (a) The velocity profile obtained using (3.4) for Case 5 at t=6.79E-4. (b) The pressure profile obtained
using (3.4) for Case 5 at t=6.79E-4.

ug=0.0m/s and vg=0.0m/s. The initial flow parameters for water are ρw=1000.0kg/m3,
pw=1.0bar, uw=0.0m/s and vw=0.0m/s. The initial conditions for the (compressible) solid
are ρs=7800.0kg/m3 , ps=1.0bar, us=0.0m/s and vs=0.0m/s. The computational domain
is set to be [−6, 6] × [−6, 6] and the planer wall is located at the straight line y = 3.
361 × 361 uniform grid points are distributed. CFL is taken to be 0.45. This is a chal-
lenging problem. In the earlier stage, the pressure is very high such that the structure
compression has to be taken into account, while the subsequently pressure becomes very
much lower near the structure such that flow cavitation occurs in the later stage. psat is
set to be 0.05bar. The integrated GFM algorithm also works well for this problem.

Once the explosion starts, a strong underwater shock is generated and propagates radi-
ally outwards with decreasing strength. The underwater (incident) shock soon impacts the
structure (wall), resulting in the incident shock partly reflected from the structure surface
and partly transmitted into the structure. Due to the large sound speed of the structure,
the transmitted shock wave inside the structure travels faster than the incident underwater
shock, leading to the formation of a precursive wave propagating on the structure surface,
which soon travels outside the computational domain. The reflection wave with a decreas-
ing strength travels towards the expanding explosion bubble surface (see Fig. 6(a)). As a
result of shock-bubble interaction, a rarefaction wave forms [25] and propagates towards
the structure. The interaction of the rarefaction wave and the deformation of structure
causes a low pressure region to be formed next to the structure. As time goes on, the
pressure there keeps on decreasing such that the pressure in the low pressure region drops
below psat, leading to the incipience of cavitation and flow phase transition (see Fig. 6(b)).



916 T. G. Liu, B. C. Khoo and W. F. Xie / Commun. Comput. Phys., 1 (2006), pp. 898-919

(a)

(b)

Figure 6: (a) Pressure contour for Case 6 at t=1.5ms. (b) Pressure contour for Case 6 at t=4.0ms.

Because the surrounding flow pressure is higher than that inside the cavitation region, the
water flows back and causes the cavitation collapse. The cavitation collapse generates a
pressure surge, which imposes cavitation reloading on the structure. After the cavitation
collapse, the cavitating flow becomes pure liquid again. To better observe the process of
cavitation creation and collapse and the effect of structure flexibility on the cavitation
collapse, the pressure history at the centre of planar wall is recorded for two types of wall:
rigid and compressible walls (see Fig. 7). In Fig. 7, the recorded first pressure peak is due
to the direct underwater shock impact, while the second pressure peak is due to cavitation
collapse. It is found that the structure flexibility affects the shock impact significantly and
causes the cavitation collapse to occur earlier.

5 Conclusions and future work

The long-time simulation of fluid-structure nonlinear coupling/interaction over a wide
pressure ranges is still very challenging because of the appearance of fluid phase transition
(cavitation), the fluidization of solid under extreme compression and the extreme incom-
pressibility of solid under low pressure. In this work, employment of the modified Ghost
Fluid Method (MGFM) for treating the fluid-structure interface have been presented where
it has been further developed to be applicable to compressible fluid coupled to deformable
structure in all pressure ranges. To define the ghost fluid states when the structure is un-
der plastic deformation, an approximate Riemann problem solver (ARPS), which is able
to take into account the structure plastic deformation, has been developed. To handle
and simulate cavitation structure interaction, the non-linear characteristics intersecting at
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Figure 7: The pressure histories for Case 6 at the center location of the planar wall.

the material interface has been employed and specially solved in order to obtain a physi-
cally reasonable interface state and thus defining the ghost fluid states in such situations.
The accuracy and efficiency of the developed MGFM in this work have been verified and
applied to various challenging problems including the case of shock loading and cavita-
tion reloading during an underwater explosion. Numerical results showed that the present
(integrated) MGFM indeed works efficiently under all pressure environments.

The present developed technique of treating the fluid-structure coupling will be applied
in future work to simulate supercavitating flow over a high-speed deformable body (where
there is cavitation inception, development and collapse), underwater explosion below a
free surface (where bulk cavitation occurs) and shock-cavitation-structure interaction in
biological flows (as in shock lithotripsy treatment for the removal of kidney stones). The
extension of the MGFM to treat the fluid-elastic material coupling is also underway, where
wide industrial and other biological applications are expected. Besides the numerical
study on associated flow dynamics, theoretical analysis on issues related to accuracy of
the different existing GFM algorithms are works planned in the pipeline.
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