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Abstract. This article extends the finite element method of lines to a parabolic initial
boundary value problem whose diffusion coefficient is discontinuous across an inter-
face that changes with respect to time. The method presented here uses immersed
finite element (IFE) functions for the discretization in spatial variables that can be car-
ried out over a fixed mesh (such as a Cartesian mesh if desired), and this feature makes
it possible to reduce the parabolic equation to a system of ordinary differential equa-
tions (ODE) through the usual semi-discretization procedure. Therefore, with a suit-
able choice of the ODE solver, this method can reliably and efficiently solve a parabolic
moving interface problem over a fixed structured (Cartesian) mesh. Numerical exam-
ples are presented to demonstrate features of this new method.
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1 Introduction

In this article, we consider the following parabolic moving interface problem:

w— V- (BVu) = f(t,X), if XeQ, te (0, Tonal, (1.1a)
u(t,X)=g(t,X), if XecoQ, te (0, Tonal, (1.1b)
1(0,X) = up(X), if Xe0, (1.1c)
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Figure 1: A sketch of the domain for the moving interface problem.

where the domain Q) C IR? is assumed to be an open rectangle (or a union of open rectan-
gles) that is separated into two sub-domains Q" (¢) and QO (¢) by a curve I'(¢) defined by
a smooth function I': [0, T,,,;| — (), see Fig. 1 for an illustration of the solution domain Q).
The diffusion coefficient B(t,X) is discontinuous across the interface I'(t). For simplicity’s
sake, we assume that B(t,X) is a piece-wise constant function defined as follows:

B, if XeQ (1),

ﬁ(t'X):{ B+, if XeQH(t). 12

Across the moving interface I'(t), the solution u(t,X) is required to satisfy the usual jump
conditions:

[u]lr =0, (1.3a)
[BVu-n][r;) =0. (1.3b)

The moving interface problem described by (1.1a)-(1.3b) appears in many applica-
tions, such as field injection problems [14, 15,33, 35,42] and Stefan problems [9,34]. The
two-phase Stefan problem consists of this kind of parabolic moving interface problem
and an ordinary differential equation based on the physics for tracking the interface lo-
cation between the two material phases. In this article, we are focusing on the difficulties
in solving the parabolic initial boundary value problem with an evolving interface and
hope that the method presented here can be extended to more complicated problems.

Conventional finite element (FE) methods can solve the parabolic differential equa-
tions (PDEs) satisfactorily [38]. In dealing with interface problems, if the interface does
not change its shape and location, then methods such as those discussed in [38] can
be straightforwardly utilized provided that the meshes are tailored to match the inter-
face [2,7,10]; otherwise, their convergence might be impaired [5]. We call meshes of
this type as body-fitting meshes, in which each element is essentially on one side of the
interface, see the plot on the left in Fig. 2 for an illustration.

However, the requirement of using body-fitting mesh makes traditional FE methods
inefficient for solving moving interface problems. First, for a problem with a moving
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Figure 2: A body-fitting mesh on the left shows how elements are placed along an interface. A non-body-fitting
(Cartesian) mesh on the right allows interface to cut through some elements.

interface, the body-fitting restriction requires a new mesh to be generated at each time
level. This is a time-consuming task, especially for those applications with complicated
moving interface. Secondly, if the interface changes with respect to time in a problem,
as the consequence of having to use body-fitting meshes, the number and locations of
global degrees of freedom and elements in meshes at two consecutive time levels in a
method based on traditional FE functions will usually be different, and this causes many
difficulties including, but not limited to, those in the following list:

e Indefinite Solution Dimensions: Different number of nodes and elements in body-

fitting meshes at two different time levels implies that the finite element spaces used at
these time levels will have different global degrees of freedom. Consequently, the related
FE equations (in either a semi-discrete scheme or a fully discrete scheme) will be defined
through a non-square algebraic system which demands more efforts to solve. We note
that it is possible to generate body-fitting meshes with the same number of nodes and/or
elements at different time levels for a domain with a moving interface, but this usually
requests an extra computational cost and has a great potential of losing accuracy unless
the geometry of the interface changes in a simple way.

The Loss of Local Assembling Procedure: The so-called "local assembling” proce-
dure is an important feature of FE methods. To assemble a global matrix in the algebraic
system of a FE method, one can first construct the related local matrix in each element
and then assemble its entries into the global matrix. This simplicity is lost for a mov-
ing interface problem when assembling a global matrix involves FE functions defined at
two different time levels because their meshes usually do not share any common ele-
ments. Complicated and time-consuming quadrature procedures have to be developed
for assembling matrices in conventional FE methods.

Inapplicability of Methods of Lines: The method of lines (MoL) [36, 37,43] is an
efficient technique for solving initial boundary value problems of parabolic PDEs. This
technique reduces a PDE initial boundary value problem to an initial value problem of a
system of ODEs. One can then solve this ODE system by an ODE solver with desirable
features to generate a solution to the PDE problem. The abundant choices of efficient
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and robust ODE solvers make the MoL popular for solving the time-dependent PDEs.
However, for problems with moving interfaces, the body-fitting restriction on the meshes
makes the application of the Mol difficult, if not impossible, in the FE formulation.
The main obstacle is the change of global degrees of freedom with respect to the time,
possibly in both number and locations, and this forbids a correct formulation of the
ODEs in the semi-discretization for a time dependent PDE to be solved.

It is therefore desirable to develop numerical methods that can be carried out on
meshes independent of the interface location so that non-body-fitting meshes, such as
Cartesian meshes illustrated in the plot on the right in Fig. 2, can be used to solve
problems with moving interfaces. Many efforts have been attempted to develop such
solvers for interface problems. In the finite difference formulation, the immersed interface
method [23, 24, 26], the ghost fluid method [13,32], and the matched interface and boundary
method [44, 45] have been developed. In the FE formulation, elements around the in-
terface have to be treated with special cares. One way is to modify the bilinear form
near the interface, such as the penalty finite element method [2, 6] and the unfitted finite
element method [17,18]. Another approach is to modify those elements cut by the in-
terface in a Cartesian mesh [41]. Modifying basis functions for elements around in-
terface is also investigated, such as the general finite element method [3,4] and the multi-
scale finite element method [12]. The recently developed immersed finite element (IFE) meth-
ods [11,20-22,25,27-31,39,40] also fall into this framework.

Compared with a conventional FE space, an IFE space has two key features. First,
by allowing the mesh to be independent of the interface, an IFE space can be defined on
Cartesian meshes for interface problems with a nontrivial geometry without loss of accu-
racy. Second, instead of universal polynomials in each element of a mesh, an IFE function
in each element cut by the interface is a piecewise polynomial of a specified degree con-
structed according to the interface jump conditions. In particular, this means each IFE
function partially solves the interface problem from the point of view of satisfying the
interface jump conditions.

Therefore, we can use IFE functions to carry out the discretization in the spatial vari-
ables over a fixed structured (Cartesian) mesh for a parabolic PDE whose diffusion coef-
ficient is discontinuous across a moving interface. An immediate benefit of this approach
is the avoidance of regenerating meshes through the whole computational procedure,
even if the interface changes with respect to time. More importantly, even though the
IFE spaces at different time levels are formed according to the location of the interface,
the global degrees of freedom as well as their locations in all the IFE spaces used in the
whole simulation are maintained the same because the global degrees of freedom are de-
termined by the nodes of the same mesh on which these IFE spaces are constructed. In a
recent article [22], we have developed Crank-Nicolson (CN) type IFE schemes for solving
the parabolic interface problem (1.1a)-(1.3b). All of these CN-IFE schemes demonstrate
O(t%+h?) optimal convergence and they are consistent with the standard CN scheme
for parabolic problems in the sense that they become the CN scheme if the coefficient
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function B(X) is continuous or if a body-fitting mesh is used for a problem whose diffu-
sion coefficient is discontinuous across a time independent interface I'. Our effort here
is to develop an IFE-MoL that can work together with a suitably chosen ODE solver to
efficiently and reliably solve parabolic moving interface problems over a fixed Cartesian
mesh.

The rest of this article is organized as follows. In Section 2, we present some prelim-
inaries of IFEs and introduce new notations to facilitate later discussions. In Section 3,
we derive an IFE-MoL based on linear IFEs for the parabolic moving interface problem
described by (1.1a)-(1.3b) and discuss its implementation issues. In Section 4, we apply
several ODE solvers to the ODE system in the IFE-MoL to generate numerical results that
can demonstrate features of this IFE method. Brief conclusions are given in Section 5.

2 Notations and IFE preliminaries

Without loss of generality, we let 7, = {T} be a triangular Cartesian mesh of () as illus-
trated by the plot on the right in Fig. 2. We note that the main ideas in this article can be
easily extended to the bilinear IFE space defined on a rectangular Cartesian mesh [19,20].
We call elements whose interiors are cut by the curve I'(t) as interface elements, and we
call the rest non-interface elements. Let 7;:” and 7;:” denote the collections of interface
elements and non-interface elements at the time ¢, respectively. In the discussion from

now on, we assume that 7, = 7;1” UT,"" does not change with respect to t while 7;:” and
7;1'” may vary according to the interface location.

Define N, to be the set of nodes of 7j,. Let V, }? and NV, }f be the sets of interior nodes and
boundary nodes, respectively. Also, we define é’t to be the set of nodes of all interface
elements at time ¢ and let N} = A,/ N}/ denote the set containing the rest of the nodes.
Again, since 7, is time independent, the node set V}, is also time independent while sets
N;* and V" can change with respect to time.

Without loss of generality, we assume, at a given time ¢, the curve I'(¢) intersects the
edge of each interface element at no more than two points, and if there are two intersec-
tion points, they should be on different edges of that element. Let T=AA;A2A3 € 7;1”
be an interface element at time t with the intersection points denoted by D = D(t), and
E=E(t) such that

x1 ) X3 xp(t) > ( xg(t) >
A= , A= , Az= , D= , E= , (21
' ( N ) ’ < Y2 > ’ < Y3 > < yp(t) ve(n) ) O
where the coordinates of D and E depend on t, see the illustration in Fig. 3.

The line segment DE, which cuts T into two pieces T~ (t) and T (t), is used to ap-
proximate the actual interface I'(¢) in T. A linear IFE function on an interface element
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Figure 3: A sketch of local interface element at time f.

such as the one in Fig. 3 can be written in the following form [11,28],
o (x,) = o (xy)=v1p1, v+ ()P r+es(B) s, if (xy)eT (1),
w T (xy)=c(pir+oaartospsr,  if (xy)€TH(t).
Here ¢; 7, 1=1,2,3 are standard linear nodal FE basis functions on T such that

Pir(Aj) =0, 1<i,j<3.

(2.2)

In this formulation, v;, v5, and v3 are nodal values of the IFE function 4)tT (x,y) atnodes A;,
A, and As, respectively. The time dependent coefficients ¢1 (), c2(t), and c3(t) are deter-
mined by imposing the interface jump conditions (1.3a) and (1.3b) on ¢’ (x,y), see [27,28],
ie.,

o5 (xp,yp) =95 (xp,yp), ¢4 (xe,ye) =PF (xE,VE), (2.3a)
BT Vo1 (x,y) npp=pB"V¢r (x,y) npg. (2.3b)

It has been shown [28], for each fixed ¢, the coefficients c1(t), c2(t), and c3(t) are uniquely
determined by the nodal values v;, i=1,2,3. To form the nodal IFE basis function ¢f’T, we
let v; =1, and v, =0, where k # i, and solve for ¢;(t), j=1,2,3 from (2.3a) and (2.3b). A
more detailed discussion about constructing these local IFE functions and their deriva-
tives with respect to the time variable ¢ will be presented in Section 3.2. Then, the local
FE/IFE space on each element T € T, is defined by

s;;m:{

Furthermore, the global IFE space on a mesh 7}, can be defined in the following standard
form:

span{pt;,i=1,2,3}, if TeT",
span{¢! ,i=123}, if TeT".

SZ(Q) :span{¢§: ¢](XZ) :(Si]', XiENh and ¢;|T€SZ(T)}

We note that, for each interface node Xj eN, é’t, the associated global IFE basis function
¢]t(X) depends on the interface location, therefore depends on the time t. Otherwise,

¢;(X) is independent of the time ¢ for X; € N/ *
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3 A method of lines based on immersed finite elements

We note that the superscript ¢ in S}, (T) and Sj (Q2) emphasizes that the functions in these
spaces actually change with time. Because of the consistency of the IFE functions with
the corresponding FE functions [20,27-29], when the interface moves out of an interface
element T € T;, the local IFE functions in T become the standard FE functions on T. The
consistency further implies that, when the interface moves out of the elements around a
node X; € Ny, the global IFE basis function gb; also become the corresponding standard
FE basis function associated with that node. However, the mesh 7, on which S (T) and
S!(Q) are defined does not change with t. When interface changes with f, the global
degrees of freedom and their locations associated with S (Q)) also remain unchanged.
These features enable us to semi-discretize the parabolic moving interface problem (1.1a)-
(1.3b).

3.1 IFE method of lines

Since a global IFE basis function cp;(X) is associated with the fixed node X; € N}, we
introduce an unknown function u;(t) at this node and apply the idea of the MoL to form
equations for computing these unknowns u;(t),X; € ;. Specifically, given a Cartesian
mesh 7, of (), we seek an IFE semi-discrete solution to the parabolic moving interface
problem (1.1a)-(1.3b) in the following form:

up(t,X)= ) uj(t)p;(X). (3.1)

X i eN,
Taking the partial derivative with respect to t of the IFE function in (3.1), we have

duy (t, ouj(t) 9t (X)
%I )y 55)4’1‘<X)+ > ut)—5— (3.2)

X;EN), X;eN}!

Note that the summation in the second term on the right hand side of (3.2) is only for
nodes in N, é’t because the time derivative of qb]t(X) is zero if X; ¢ N, ét

Now we turn to the discretization for the moving interface problem starting from the
following standard weak form at a given time ¢:

ou B 1
/Qvng—l—/QVv-(,BVu)dX_/Qvde, voe HL(Q), (3.3)

which is equivalent to

y /Tv?)—”t‘cupr y /TVU-(ﬁVu)dX:/Qvde, Voe HY(Q). (3.4)

TeT, TeT
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Consequently, this weak form leads to the following spatial discretization: Find uj €
S1,(Q), such that

Up
TeT/vh ot e Z

/Vvh-(ﬁVuh)dX:/ o fdX, Yo, €8),0(Q), (35)
TeT,” T @

where S}, ;(Q2) :span{cp]t- €S!:X;e N} Plugging (3.1) and (3.2) into (3.5), and substituting
Pies Z,O for vy, the above semi-discretization becomes: Find the coefficient functions u;(t)
in uy(£,X) =Yxen; 4(£)9}(X) such that

/4’4’de+ L /‘Pl(at"’f)

XGM XeN;if
+ / BVt Voldx = / foldX, Vles!,. (3.6)
XEN;,
Imposing the boundary condition to the IFE function uy,(¢,X) in this semi-discrete scheme
leads to
10 [glglax+ ¥ /¢1(at¢1)dx+ (1) [ BV9-Veldx
XeNO X; j\/}i? X; NO
= [ folax— ¥ gt /4>1¢,de Y g0 [ o (50))ax
XjeNy XjeN;s
= ¥ g(t) [ pVl-Voldx, veleshy(c), (3.7)
X;eNp

where gi(t) =g(t,X;), for X; € N}}. We can write (3.7) in the equivalent matrix form as
follows

M(t)u'(t)+ (K(t)+A(t))u(t) =£(t) —be(t), (3.8)

with the initial condition
u(0) =uy, (3.9)

where
o M(t)=(m(t)) is the mass matrix with m;;= [, ¢;¢;dX.
o K(t)=(k;j(t)) with kjj = [ ¢; (09} /ot)dX

o A(t)=(ajj(t)) is the stiffness matrix with a;;= [, Vi (BV¢;)dX.

°

-
—
N—

t)=(fi(t)) is the source term vector with f;(t) = [, fp!dX.

o u(t)=(u;(1)), w (1) = (u}(1)), and wg= (up(X;)) with X; €.
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e bc(t) is the boundary vector associated with the last three terms in (3.7).

We call Egs. (3.8) and (3.9) an IFE-MoL for solving the parabolic moving interface prob-
lems.

Remark 3.1. Compared with the traditional semi-discrete FE method for the initial
boundary value problems of parabolic equations, the IFE-MoL (3.8) contains an extra
term involving matrix K(t) that depends on the time derivative of IFE basis functions
due to the moving interface. This method is consistent with the standard FE-MoL in the
sense that the matrix K(#) is a zero matrix and this method becomes the standard MoL if
B(X) is continuous, or if the interface is static and a body-fitting mesh is used.

3.2 Implementation of the IFE method of lines

In this subsection, we will discuss some implementation issues for the IFE-MoL for solv-
ing parabolic moving interface problems.

At every time ¢, the process of assembling global matrices from local matrices follows
the standard procedure for traditional FE computations. A standard FE assembler can be
employed to form local matrices over all non-interface elements; hence, our focus here is
the process of generating local matrices on interface elements. The main ideas and more
details can be found in [22].

Local matrices of M(t) and A(t)

Assembling local mass and stiffness matrices, i.e., quantities to form M(t) and A(t), fol-
lows the same procedure as those for the IFE methods for time independent interface
problems. The only difference is to update the interface location for a given value of t.

Local matrices of K(t)

For the matrix K(t) in (3.8), we note that each of its entries involves the inner product of
an IFE basis function and its time derivative function, i.e.,

/¢l at¢f )>dX'

Hence, constructing k;;(t) needs the time derivative acp]t- / ot of the nodal IFE basis function
cp]t- . As usual, we only need to derive the time derivative of the local nodal IFE basis
functions in interface elements.

Without loss of generality, and in order to simplify the notations, we focus on the
derivation of time derivatives of local linear IFE nodal basis functions ¢f’T, i=1,2,3, on
the following triangular interface element with vertices

Ar1=(x1,y1)=(0,0), Ax=(x2,2)=(h0), As=(x3,y3)=(0,h).
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A 3

piy) T

e

Dp(tap,yp) \

tz’h As T (f)

A E(t) Ay

Figure 4: A sketch of the interface configuration in an element at time .

Assume the intersection points D(t), and E(t) are on A;As, and A;Aj, respectively, as
illustrated in Fig. 4. We can write coordinates of D(t) and E(t) in terms of time dependent
ratios d(t), and e(t) as follows,

xp(t) =x14d(t)(x3—x1), yp(t) =y1+d(t)(ys—y1), (3.10a)
xp(t) =x1+e(t)(x2—x1), ye(t) =yi+e(t)(y2—y1), (3.10b)

where 0<d(t) <1, 0<e(t) <1.

As described in Section 2, local linear IFE nodal basis functions cpf’T, i=1,2,3, can be
obtained by imposing the interface jump conditions (2.3a) and (2.3b) to (2.2). This leads
to the following linear system for coefficients ¢1(t), c2(t), c3(¢):

1—d 0 —d C1 1—d 0 —d U1
( 1—e —e 0 ) ( Co ) ( 1—e —e 0 ) ( U ), (3.11)
Br(d+e) p~d Be e B~(d+e) Btd Ppre 3

where d=d(t), and e=e(t). To obtain each nodal IFE basis function, we choose appropri-
ate nodal values, for instance we choose (v1,v2,v3) = (0,1,0) for the basis qbé’T, and solve
for corresponding coefficients ¢;(t), i =1,2,3. Then, we put these values ¢;(t), i=1,2,3,
back in (2.2) to obtain the corresponding nodal IFE basis function ¢; ;.

Using (2.2) for the nodal IFE basis function cpf’T, we can calculate their time derivative
as follows

0
5Py = (Opartes(ar, if (xy) €T (1),

d (3.12)
gﬁbf}(x:y):dl(f)ll’l,n if (x,y)eT(t).

0
g‘l’f,T(x:y) =

Moreover, derivatives c/(t), i=1,2,3, can be calculated from the following linear system
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obtained by taking the derivative on both sides of (3.11),
1—d 0 —d ¢}
1—e — 0 ch
Prldre) p7d pre ) \ ¢

—d’ 0 —d’ 01 —d’ 0 —d’ C1
:( —e —e 0 ) ( 0y )( —e —e 0 ) ( o ) (3.13)
B=(d'+e) pra pte U3 gr(d+e) p~d B¢ c3

Note that the coefficient matrix of ¢(t), i=1,2,3, in (3.13) is the same as the one of ¢;(t),
i=1,2,3,in (3.11). Hence, the unisolvent property for IFE nodal basis [28] guarantees that
ci(t), i=1,2,3 can be uniquely determined as long as d’(t) and €’ (t) exist.

The remaining task is to find d’(t) and ¢'(t). Let us assume that the moving interface
I'(t) is described by the equation I'(t,x,yy) =0. Hence, we have

I(t,xp(t),yp(t))=0, T(txe(t)ye(t))=0. (3.14)

Taking the derivative with respect to t on both sides of these equations leads to equations
about d’(t) and ¢'(t). Then, solving these equations for d'(t) and ¢’(t) leads to

—rt<t;xD/]/D)
d (1) = , 3.15a
( Ty(t,xp,yp)(x3—x1)+Ty(t,xp,yp) (Y3 —y1) (3:152)
—rt<t1xE/]/E)
t,xg,ye) (x2—x1)+ Ty (t,xE,¥E) (2 —11)

¢(h)=r ( (3.15b)

More details about the derivation of these formulas can be found in [22].

Remark 3.2. The matrix K(t) is much sparser than the mass matrix M(t) and the stiffness
matrix A(t), because only those IFE basis functions associated with interface nodes in V, ;f’t
have non-zero time derivatives. When the mesh is fine enough, the majority of nodes are
non-interface nodes which belong to NV} *. Consequently, it costs little time to assemble
the matrix K(#).

Remark 3.3. The procedures developed in this section can be easily extended to assem-
bling matrices for the IFE-MoL with bilinear IFE functions [20] on a rectangular Cartesian
mesh.

4 Numerical experiments

In this section, we present numerical examples to demonstrate features of the IFE-MoL
for parabolic moving interface problems.

We consider the same example used in [22] for the moving interface problem (1.1a)-
(1.3b). The solution domain is Q% [0,1], where Q= (—1,1) x (—1,1) and the interface



T. Lin, Y. Lin and X. Zhang / Adv. Appl. Math. Mech., 5 (2013), pp. 548-568 559

I'(t) is a moving circle centered at (0,0) with a radius r(t) that separates () into two sub-
domains Q= (t) ={(x,y) €Q: ¥ +y*<r(t)*} and QF (t) ={(x,y) €Q: X2+y?>>7r(t)?}. The
exact solution is chosen as:

( | ﬁi_(xz—i-yz)S/zcos(t), (x,y) e (¢), W)
u(t,x,y)= 1 1 1 .
ﬁ—+(x2+y2)5/2cos(t)+(ﬁ—_—ﬁ—+)r(t)5cos(t), (x,y) €QF ().

We use triangular Cartesian meshes 7, which are formed by partitioning (3 with N, x N
rectangles of size h =2/N; and then cutting each rectangle into two triangles along one
of its diagonal line, see right plot in Fig. 2 for an illustration.

The IFE-MoL (3.8) and (3.9) can be written in following standard ODE form for u(t)

u'(t)=F(t,u), u(0)=uy, (4.2)
where ug = (10(X;)), with X; e N}, and
F(tu)=M1(t)(—(K(t)+A(t))u(t) +£(t) —be(t)). (4.3)
A preferred ODE solver can then be used to solve this ODE system in the IFE-MoL.

Single step methods

Implicit Runge-Kutta (IRK) methods are good candidates for the IFE-MoL because they
are often A-stable and some of them work effectively for stiff problems. A general s-stage
IRK method can be described conveniently in the following Butcher diagram [8]:

C1|dan1 a2 -+ Aais

C2 | 421 A2 -+ A
: (4.4)

Cs | g1 Ads2 -+ dgs

by by - b

However, when a high order multistage fully implicit Runge-Kutta method is used, com-
puting the stage values, denoted by K;, i=1,--,s, is usually a big hurdle. This is because
we have to solve for these vectors from an (sdim(u)) x (sdim(u)) block linear system
whose dimension is very high when a fine mesh is used and the band structure is more
complicated than that of each block. One possible way to alleviate this difficulty is to use
a so-called Diagonally Implicit Runge-Kutta (DIRK) method [16] for which the coefficient
matrix (aij)ls.,jzl in (4.4) is a lower triangular matrix. In a DIRK method, K;, i=1,---,s are
determined by s decoupled linear systems, each of them is of the size dim(u) x dim(u),
and they all have the same band structure. Specifically, the s-stage DIRK scheme for
solving (4.2) can described as follows: Given u”, and 7, we find u"t! by



560 T. Lin, Y. Lin and X. Zhang / Adv. Appl. Math. Mech., 5 (2013), pp. 548-568

1. Compute K by solving

(MnJrC]+allT<Kn+C1+A1’I+C1))K1:_(K1’I+C1 +An+c])un +fn+c] —an+C1. (45)

2. Compute K, i=2,---,s, by solving
(Mn+ci+aiiT(Kn+Ci+An+Ci))Ki

i—1
= — (K™ AHe) (u”+TZainj) R (4.6)
j=1

3. Compute u"*!

S
u"M=u"+7Y) bK; (4.7)
i=1
Here

A" = Aty +c¢t), K'=K(t,+c¢;t), M"T=M(t,+ciT), 1<i<s,

with the matrices A(t), K(t) and M(t) defined in Section 3. The same convention applies
to the involved vectors.

Multi-step methods

Compared to the DIRK methods, linear multi-step methods usually require less function
evaluations per time step. The family of Adams Methods are popular for non-stiff prob-
lems, and Backward Difference Formula (BDF) methods are effective for stiff systems [1].
Since the ODE system in a MoL for an initial boundary problem of a time dependent
PDE is usually stiff, BDF methods are usually preferable. A k-step BDF method [1] can
be written as .

aiun+1fi:h‘BOFn+1, (48)
=0

1

where Ft1 = F(ty1+1,uy41). The k-step BDF scheme for solving (4.2) are described as
follows: Given u" 1 u"~*2 ... 4" and 7, we find u"*! by solving

k .
(aoM”H FTBo (A _|_Kn+1)> w1 =18y (£+1 — b 1) — M+ leiunﬂ—l’ (4.9)
i=1
where

A" = A(tysr), K"™'=K(ter1), M"T'=M(tu1),

and the same convention applies to vectors.
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Comparison of single step and multi-step methods

A single step method approximates u"*! by taking into account only the behavior of
u(t) between t, and t,, 1, while a multi-step method require information from a number
of previous time steps. This means a single step method needs nothing except ug to
start up the iteration in time. On the other hand, to start a multi-step method, k initial
values u,---,u;_1 are needed. Usually, an appropriate single step method can be used to
generate the rest of the initial values uy,---,ux_1.

To achieve a comparable high order accuracy, a multi-step method usually requires
less matrices assembling and less linear system solving at each time step than a DIRK
method. At each time level, the BDF method (4.9) needs to generate 2-+€ matrices, which
are M(t), A(t) and K(t), and solve only one linear system. Here ¢ emphasizes the fact
that assembling K(t) costs significantly much less time than M(t), A(t), see Remark 3.2.
On the other hand, an s-stage DIRK method needs to assemble s(2+¢) matrices and solve
s linear systems at each time step. We also note that single step methods are convenient
for the implementation of adaptivity in the time step size which is usually preferred for
producing a reliable solution to a complicated ODE system.

Example 4.1. (Second Order ODE Solvers).

We assume the radius of the interface circle is governed by the function

r(t)=rop <7sin(i) +3)

with 79 = 71/6.28 in Examples 4.1 and 4.2. The following second order DIRK scheme [1]
is used to solve the ODE system in the IFE-MoL:
ylr O
1y 1—7v, (4.10)
v 1-7
where v = (2—+/2)/2. Numerical experiments are carried out for both small coefficient
jump (B~,81)=(1,2) and large coefficient jump (f~,87)=(1,100), and in both cases, we
choose T =h. Errors in numerical solutions generated by the IFE-MoL are computed at
the final time level t=1 in both L? and semi-H'! norms and they are presented in Table
1. Applying linear regression on these data we can see that the IFE solutions obey the
following error estimates:

e DIRK2 (Small Jump)
u, —u(ty, )72 ~0. R up, —u(ty, )| m~2. ’ ,
n 12 ~0.96861199%3 n 1 ~2.91951099%

e DIRK2 (Large Jump)

|l —u(t,) || 2 ~0.04120186% |yl —u(ty, )| p ~20.1219K%9109,
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Table 1: Errors of 2D linear IFE solution with B~ =1 using DIRK2 at time t=1.

pr=2 BT =100

h T [RIFE || [RIFE e
1/16 | 1/16 | 3.8203E-2 1.8269E-1 | 2.4420E-4 9.6691E-3
1/32 | 1/32 | 9.5852E-4 9.1447E-2 | 6.0966E-5 5.2348E-3
1/64 | 1/64 | 2.4018E-4 4.5738E-2 | 1.6860E-5 2.7664E-3
1/128 | 1/128 | 6.0174E-5 2.2873E-2 | 4.4807E-6 1.4708E-3
1/256 | 1/256 | 1.5081E-5 1.1438E-2 | 1.3824E-6 7.7637E-4

which indicate the expected error bound:

uf —u(ty,)|ka < C(H**+12), k=0,1.

Example 4.2. (Higher Order ODE Solvers).

One of the motivations to use a MoL for solving time dependent PDEs is the easy em-
ployment of higher order schemes for solving the related ODE system. To demonstrate
this feature, we present numerical results generated by a higher order single step method
and a higher order multi-step method. For the single step method, we use the following
fourth order DIRK scheme [16]:

1 ‘ 1

1 4

3 ‘ 1 1

4 2 4

11 ‘ 17 1 1

20 | 20 25 ]

1 ‘ 71 137 15 1 (4.11)

2 | 1360 2720 544 4

. ‘ 25 9 125 8 1
24 8 16 12 4

‘ 5 O 125 85 1

24 8 16 12 4

The multi-step method is the following fourth order BDF scheme [1]:

1
u'tl = G (48u" —36u" ' +16u" 2 —3u" > +127F" ).
Exact initial values u’ = (u(t;,X;)),i=0,1,2,3,X; eN, ,? are used to start the time iteration.
Errors in IFE solutions generated by both schemes at the final time level =1 are listed in
Table 2. Since both schemes are fourth order accurate in time steps, we expect the errors
to obey

Lo <CH*+1*), k=0,1.

o4y, = ()

Therefore, to observe the convergence rate in term of /1, we use h = 872 to make h? pro-
portional to T for the chosen mesh sizes. By linear regression we can see that the data in
Table 2 have the following estimates:
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Table 2: Errors of 2D linear IFE solution with B~ =1, BT =2 using 4th order schemes at time t=1.

DIRK4 BDF4
h T [-1l2 e -1z e
1/8 1/8 | 1.5087E-2 3.6392E-1 | 1.5143E-2 3.6392E-1
1/32 | 1/16 | 9.3618E-4 9.1447E-2 | 9.5054E-4 9.1447E-2
1/128 | 1/32 | 5.6341E-5 2.2873E-2 | 5.9474E-5 2.2872E-2
1/512 | 1/64 | 3.1699E-6 5.7210E-3 | 3.7318E-6 5.7209E-3

o DIRK4
| —u(t,) || 2 2 1.0627h%9%2, |ull —u(ty,)| g1 22907210997,

e BDF4
|l —u(tn,) || 22 0.96530 7%, |ull —u(ty,)|n 222.9073109%%7,

which demonstrate the optimal rates of convergence in both L? and semi H! norms for
the IFE-MoL combined with these higher order ODE solvers.

Example 4.3. (Adaptive ODE Solver).

An advantage to use a MoL is the availability of reliable and efficient adaptive ODE
solvers that can automatically adjust the time step size according to the rate of change
of the exact solution with respect to t so that the local error can be maintained within
a prescribed amount. This adaptivity is particular desirable when one needs to solve a
moving interface problem in which the interface changes with respect to the time in a
complicated way.

To see the performance of the IFE-MoL combined with an adaptive ODE solver, we
consider the moving interface problem described at the beginning of this section in which
a moving circular interface has the radius governed by

r(t)—iex < 1 )_i_iex (;)
~200°P\5(0.6—12+025/ " 300 P\ T1-12+0.19

+0.25.

It is easy to see that this interface changes with respect to t at a varying rate, as illustrated
in the left plot in Fig. 5. The adaptive ODE solver used in our numerical experiments for

this problem is the popular embedded DIRK45 scheme [16] described by the following
Butcher diagram:

1 ‘ 1

1 4

3 ‘ 1 1

4 2 4

oy 1

20 | 20 25 4

1 ‘ 371 137 15 1

2 | 1360 2720 544 4 ) (12)

R R
24 48 16 12 4
-
24 18 16 12 4
2T s

48 " 9% 32 12
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3 0.012

Time step size t
= o
o P4 o
o o o
(2] © -

Absolute value of r'(t)
o
o
R

0.002

i i i h i i i 0 i i i i i i i i
0 0.1 0.2 03 04 05 06 07 08 09 1 0 0.1 02 03 04 05 06 07 08 09 1

Time Time

Figure 5: The left plot shows how the radius r(¢) of the interface circle T'(t) changes; the plot on the right is
for the time step sizes used by the IFE-MoL combined with the adaptive DIRK45 ODE solver.

When we use this DIRK45 scheme to solve the ODE system in the IFE-MoL for this mov-
ing interface problem, we set its local tolerance as tol = h?, and choose the maximum time
step size Tmax =5h. The initial step size is set as 19 =h.

The right plot in Fig. 5 displays a set of time step sizes automatically determined by
the IFE-MoL combined with the adaptive DIRK45 scheme in a computation for solving
this moving interface problem. Comparing this plot with the curve of |#/(t)| on the left,
we can see that this adaptive IFE-MoL can handle the change in the interface with respect
to time very well. The method uses relatively larger time step sizes for t<0.3 where |a/(t)|
is small, i.e., the interface location «(t) changes slowly. The time step sizes used by this
method decrease in 0.3 <t < 0.55 since the interface change more rapidly within this time
interval. The curve of the time step sizes has two peaks around ¢ =0.6 and t=0.75 where
the interface changes at smaller rates; hence larger time steps are allowed. The step sizes
become smaller and smaller after t > 0.8 due to a faster change of the interface location.
All these observations agree with our expectation according to the behavior of interface
movement.

Moreover, the adaptive IFE-MoL can produce accurate solutions to moving interface
problems by automatic adjustment of time step size according a prescribed error toler-
ance. To see this, we present some of our numerical results in Table 3 in which errors of
IFE solutions at the final time t =1 in both L2 norm and semi-H! norm are listed. The
number N in this table denotes the total number of iterations used in each computation.

Table 3: Errors of 2D linear IFE adaptive DIRK45 solutions with B~ =0.5, BT =2.

P TN e T

1/8 14 1.7976E-2 4.2420E-1
1/16 49 4.4131E-3 2.1544E-1
1/32 182 | 1.1625E-3 1.0981E-1
1/64 667 | 2.9050E-4 5.5990E-2
1/128 | 2369 | 7.6317E-5 2.8762E-2
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Figure 6: The plot on the left contains curves of L® error for three IFE solutions generated on the same mesh
with h=1/64. The plot on the right is the enlarged part for time between 0.8 to 1.

By linear regression we can see that these errors obey
e Adaptive DIRK45

| — 1 (t,-) || 12 2 1.0592019685, | ull —u(ty,-)| g1 2 3.1846H097%7,

which suggest the optimal convergence of the IFE-MoL. Then, we compare the IFE so-
lution generated by the IFE-MoL combined with the adaptive DIRK45 ODE solver on a
Cartesian mesh of 1 =1/64 with other IFE solutions produced by methods with a fixed
time step size. In the computation to generate this IFE solution, the DIRK45 ODE solver
automatically carries out 667 iterations in time. Then, we generate two additional IFE
solutions by the IFE-MoL combined with the ODE solver DIRK4 and the Crank-Nicolson
Algorithm 1 proposed in [22] on the same mesh, respectively, and we use 667 equally
spaced time steps in both of these two methods. The L* norm errors in these three IFE
solutions are compared in Fig. 6, from which we can that the adaptive IFE-MoL has a
better control on the error in its solution while errors in those IFE solutions based a uni-
form time step size grow faster along with the time. These numerical results indicate that
the adaptive IFE-MoL can produce more reliable numerical solution than methods with
a fixed time step size.

5 Conclusions

In this article we develop an IFE-MoL for parabolic moving interface problems. We use
immersed finite elements for spatial discretization on a fixed mesh. This IFE method
is easy to implement using an existing FE/IFE package developed for static interface
problems. Abundant availability of ODE solvers allows us to employ this IFE-MoL to
reliably and efficiently solve moving interface problems.
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