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#### Abstract

We propose a quadratically convergent algorithm for computing the invariant subspaces of an Hermitian matrix. Each iteration of the algorithm consists of one matrix-matrix multiplication and one QR decomposition. We present an accurate convergence analysis of the algorithm without using the big $O$ notation. We also propose a general framework based on implicit rational transformations which allows us to make connections with several existing algorithms and to derive classes of extensions to our basic algorithm with faster convergence rates. Several numerical examples are given which compare some aspects of the existing algorithms and the new algorithms.
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## 1. Introduction

In [15] we proposed a cubically convergent algorithm for computing the two invariant subspaces of an Hermitian matrix $A$ corresponding to the eigenvalues of $A$ inside and outside the unit interval $[-1,1]$, respectively. There we also presented a detailed convergence analysis which proved the cubic convergence of the algorithm. The derivation of the algorithm is inspired by the work in $[1,2,3,4,6,10,11,12]$ and the algorithm only uses matrix-matrix multiplications and QR decompositions as building blocks which are highly parallelizable primitive operations in libraries such as ScalaPack [14]. In this paper, we continue along the same line of research and concentrate on deriving new algorithms that can substantially reduce the amount of storage and the number of matrix-matrix multiplications. By exploiting the symmetry of the eigenvalue problem, we succeeded in deriving a new algorithm that employs only one matrix-matrix multiplication and one QR decomposition in each iteration. The presentation of the algorithm is the topic of Section 2. The structure of the new algorithm is extremely simple which allows us to give a much refined convergence analysis of the algorithm in Section 3. In particular, we were able to remove all of the big $O$ expressions which were heavily used in [15]. The resulting bounds are cleaner and more concise. In Section 4, we analyze our proposed algorithm from the point of view of implicit rational transformations. This approach allows us to propose classes

[^0]of extensions of our basic algorithm which have higher convergence rates. To test the power of the implicit rational transformation framework, we will derive a simple version of the matrix sign function scheme from the general framework. We then discuss the relations of our new algorithms with Algorithm ISDA proposed in [1, 3, 10] and Algorithm Cubic proposed in [15]. We focus on the accuracy of the invariant subspaces that are computed by those algorithms for a variety of numerical examples.

Remark. We want to emphasize that when the matrix $A$ is non-Hermitian, then all the algorithms proposed in the sequel can be converted into algorithms for computing the singular subspaces of $A$.

## 2. The Algorithms

Our focus is to derive new algorithms which use as few matrix-matrix multiplications as possible in each iteration for computing an invariant subspace $\mathcal{V}_{(a, b)}$ of an Hermitian matrix $A \in \mathcal{C}^{n \times n}$ corresponding to the eigenvalues inside a preassigned interval $\left.(a, b) .{ }^{2}\right)$

Theoretically, such an invariant subspace of $A$ can be obtained by the following three steps. First, construct a function $f$ that maps the complement of interval $[a, b]$ to zero and keep the image of $[a, b]$ far from zero. Second, compute the matrix function $f(A)$. Finally, compute the range space of $f(A)$ using QR algorithm column-pivoting to obtain the invariant subspace as required.

However, it is difficult to design such a function explicitly A feasible approach is to construct a function that has such properties approximately. We consider a sequence of functions $\left\{f_{k}\right\}$ that converges to an ideal $f$. One of the approaches for designing $f_{k}$ is that we use a multiple composite of a fixed function $g$ together with a scaling function $\ell$,

$$
\begin{equation*}
f_{k}=\underbrace{g \circ \cdots \circ g}_{k \text { times }} \circ \ell \equiv g^{(k)} \circ \ell \quad \text { with } \quad g^{(k)}=\underbrace{g \circ \cdots \circ g}_{k \text { times }} \tag{2.1}
\end{equation*}
$$

where the iterative function $g$ should be chosen such that 1) it has two invariant intervals $I_{1}$ and $I_{2}$ that cover the real space, i.e., $R=I_{1} \cup I_{2}$, and 2) it shrinks one of the intervals, say $I_{1}$, as $k$ increases, i.e., $g^{(k)}\left(I_{1}\right) \rightarrow\{\alpha\}$ as $k \rightarrow \infty$. The scaling function $\ell$ maps the inside of $(a, b)$ into $I_{2}$ and the outside to $I_{1}$. This approach leads to an iterative method for computing the invariant subspace as follows.

## Basic Iteration for Computing an Invariant Subspace.

1. Initial scaling. Set $B_{0}=\ell(A)$.
2. Iteration. For $k=0, \ldots$, compute $B_{k+1}=g\left(B_{k}\right)$ until convergence.
3. Column-pivoting QR. Compute an orthogonal basis matrix of the range space of $B_{p}$ for a convergent iterator $B_{p}$.

Obviously, $B_{k}=f_{k}(A)$ with $f_{k}$ defined in (2.1). For ease of computation, the iterative function $g$ should be chosen such that the matrix function $g(A)$ can be computed easily. In

[^1][10], a normalized incomplete Beta function $\beta_{i}$ is used as the iterative function $g$.
$$
\beta_{i}(x)=\frac{\int_{0}^{x} t^{i}(1-t)^{i} d t}{\int_{0}^{1} t^{i}(1-t)^{i} d t}=\sum_{j=0}^{i}\binom{2 i+1}{i-j}\binom{i+j}{j}(-1)^{j} x^{i+j+1}
$$
where $\binom{k}{j}=\frac{k!}{j!(k-j)!}$. Indeed, only $\beta_{1}$ and $\beta_{2}$ are suggested, because the computational costs of $\beta_{i}(A)$ increase substantially for large $i$. A Beta function maps $\left[0, \frac{1}{2}\right) \rightarrow\left[0, \frac{1}{2}\right),\left(\frac{1}{2}, 1\right] \rightarrow\left(\frac{1}{2}, 1\right]$, and $\beta_{i}\left(\frac{1}{2}\right)=\frac{1}{2}$. Moreover,
\[

\lim _{k \rightarrow \infty} \beta_{i}^{(k)}(x) $$
\begin{cases}0 & x \in\left[0, \frac{1}{2}\right) \\ 1 & x \in\left(\frac{1}{2}, 1\right]\end{cases}
$$
\]

To determine a linear scaling function $\ell$, an estimated interval $(\omega, \Omega)$ is required to bound the eigenvalues $\lambda_{j}(A)$ of $A, \omega \leq \lambda_{j}(A) \leq \Omega$. $\ell$ is then chosen to be a linear function such that

$$
\ell([\omega, \alpha]) \subset\left[0, \frac{1}{2}\right], \quad \ell([\alpha, \Omega]) \subset\left[\frac{1}{2}, 1\right]
$$

for a given $\alpha \in(\omega, \Omega)$. Here we assume that $\alpha$ is not an eigenvalue of $A$. This method named as ISDA in [10] should be applied twice for computing the invariant subspace $\mathcal{V}_{(a, b)}$ corresponding to eigenvalues in the interval $(a, b)$ if $(a, b) \subset(\omega, \Omega)$. We remark that ISDA can be applied for computing an invariant subspace of a real diagonalizable matrix [10] as well.

In this paper, we consider the following rational function as an iterative function $g$,

$$
\begin{equation*}
\phi(x)=\frac{x^{2}}{x^{2}+(1-x)^{2}} . \tag{2.2}
\end{equation*}
$$

Similar to $\beta_{i}, \phi$ has two invariant intervals $\left[0, \frac{1}{2}\right)$ and $\left(\frac{1}{2}, 1\right]$. Note that $\frac{1}{2}$ is a fixed point of $\phi$. Furthermore, $\phi^{(k)}\left(\left[0, \frac{1}{2}\right)\right) \rightarrow\{0\}$ and $\phi^{(k)}\left(\left(\frac{1}{2}, 1\right]\right) \rightarrow\{1\}$ as $k \rightarrow \infty$. The scaling function $\ell$ can be a rational function such that it maps $(a, b)$ into $\left(\frac{1}{2}, 1\right]$ and maps its complement set $[a, b]^{c}$ to $\left[0, \frac{1}{2}\right)$. It is not difficult to verify that such an $\ell$ can be chosen as the following:

$$
\ell(x)=\frac{c_{1}^{2}}{c_{1}^{2}+\left(x-c_{2}\right)^{2}}, \quad c_{1}=\frac{b-a}{2}, \quad c_{2}=\frac{b+a}{2} .
$$

Here $\ell$ and $\phi$ have similar representations. A question follows immediately: How can we compute the rational matrix function $\ell(A)$ or $\phi(B)$ for a given matrix $A$ or $B$ ?

For an Hermitian matrix $B$, the matrix function $\phi(B)$ can be represented in the form

$$
\phi(B)\left(B\left(B^{2}+(I-B)^{2}\right)^{-1 / 2}\right)\left(B\left(B^{2}+(I-B)^{2}\right)^{-1 / 2}\right)^{H}
$$

Notice that $B\left(B^{2}+(I-B)^{2}\right)^{-1 / 2}$ is the top block of the normalized long matrix

$$
\left[\begin{array}{c}
B \\
I-B
\end{array}\right]\left(B^{2}+(I-B)^{2}\right)^{-1 / 2}
$$

that is an orthogonal basis matrix of the range space of $\left[\begin{array}{c}B \\ I-B\end{array}\right]$. Obviously, it can be obtained by the QR decomposition of $\left[\begin{array}{c}B \\ I-B\end{array}\right]$ within an orthogonal transformation. In practice, let $\left[\begin{array}{c}B \\ I-B\end{array}\right]=Q R=\left[\begin{array}{l}Q_{1} \\ Q_{2}\end{array}\right] R$ be the QR decomposition. Then there is an orthogonal matrix $M$ such that

$$
\left[\begin{array}{c}
B \\
I-B
\end{array}\right]\left(B^{2}+(I-B)^{2}\right)^{-1 / 2}=Q M=\left[\begin{array}{l}
Q_{1} \\
Q_{2}
\end{array}\right] M
$$

It gives that $B\left(B^{2}+(I-B)^{2}\right)^{-1 / 2}=Q_{1} M$ and hence $\phi(B)=Q_{1} Q_{1}^{H}$.
This observation motivates us to use QR decomposition for computing the matrix function $\phi(B)$ for an Hermitian matrix $B$. Similarly, let

$$
\left[\begin{array}{c}
c_{1} I \\
A-c_{2} I
\end{array}\right]=Q R=\left[\begin{array}{l}
Q_{1} \\
Q_{2}
\end{array}\right] R
$$

be the QR decomposition of $\left[\begin{array}{c}c_{1} I \\ A-c_{2} I\end{array}\right]$. We have $\ell(A)=Q_{1} Q_{1}^{H}$. The discussion above leads to the following algorithm for computing the invariant subspace $\mathcal{V}_{(a, b)}$ of $A$ with eigenvalues in $(a, b)$.

## Algorithm QUAD.

1. Initialization. $B_{0}=\frac{b-a}{2} I, Z_{0}=A-\frac{a+b}{2} I$.
2. Iteration. For $k=0,1,2, \ldots$, until convergence
2.1 Compute QR decomposition $\left[\begin{array}{c}B_{k} \\ Z_{k}\end{array}\right]\left[\begin{array}{c}Q_{1}^{(k)} \\ Q_{2}^{(k)}\end{array}\right] R^{(k)}$.
2.2 Update $B_{k+1}=Q_{1}^{(k)}\left(Q_{1}^{(k)}\right)^{H}, \quad Z_{k+1}=I-B_{k+1}$.
2.3 If $\left\|B_{k+1}-B_{k}\right\|_{F} \leq \mathrm{tol}$, set $p=k+1$ and terminate the iterations.
3. Compute the QR decomposition with column pivoting $B_{p} \Pi=Q R$. The subspace spanned by the first $r$ columns of $Q$ is an approximate of $\mathcal{V}_{(a, b)}$ as required.

Here tol is a user supplied tolerance which will influence the accuracy of the computed approximate invariant subspace, $r$ is the number of the largest diagonal entries of $R$ far from the other diagonal elements. We have the following proposition that will be used in our convergence analysis proposed in the next section.

Proposition 2.1. Denote $C=\frac{1}{c_{1}}\left(A-c_{2} I\right)$. Using the notation in Algorithm QuAD, we have that for $k \geq 1, B_{k}=\left(I+C^{2^{k}}\right)^{-1}$ and there are unitary matrices $M_{k}$ such that

$$
\begin{equation*}
Q_{1}^{(k)}=\left(I+C^{2^{k+1}}\right)^{-1 / 2} M_{k}, \quad Q_{2}^{(k)}=C^{2^{k}}\left(I+C^{2^{k+1}}\right)^{-1 / 2} M_{k}, \quad k=0,1, \ldots \tag{2.3}
\end{equation*}
$$

Proof. We prove the proposition using induction. Since both $\left[\begin{array}{l}Q_{1}^{(0)} \\ Q_{2}^{(0)}\end{array}\right]$ and $\left[\begin{array}{l}I \\ C\end{array}\right]\left(I+C^{2}\right)^{-1 / 2}$ are orthogonal basis matrices of the column space of $\left[\begin{array}{c}c_{1} I \\ A-c_{2} I\end{array}\right]$, there exists a unitary matrix $M_{0}$ such that

$$
\left[\begin{array}{c}
Q_{1}^{(0)} \\
Q_{2}^{(0)}
\end{array}\right]=\left[\begin{array}{c}
I \\
C
\end{array}\right]\left(I+C^{2}\right)^{-1 / 2} M_{0}
$$

Hence (2.3) holds for $k=0$. By definition, $B_{1}=Q_{1}^{(0)}\left(Q_{1}^{(0)}\right)^{H}$.
In general, if $B_{k}=\left(I+C^{2^{k}}\right)^{-1}$ for some $k=m \geq 1$, then $\left[\begin{array}{c}B_{m} \\ I-B_{m}\end{array}\right]$ Therefore, both $\left[\begin{array}{c}Q_{1}^{(m)} \\ Q_{2}^{(m)}\end{array}\right]$ and $\left[\begin{array}{c}I \\ C^{2^{m}}\end{array}\right]\left(I+C^{2^{m+1}}\right)^{-1 / 2}$ are orthogonal basis matrices of the column space of $\left[\begin{array}{c}B_{m} \\ I-B_{m}\end{array}\right]$. It
follows that there is a unitary matrix $M_{m}$ such that

$$
\left[\begin{array}{c}
Q_{1}^{(m)} \\
Q_{2}^{(m)}
\end{array}\right]=\left[\begin{array}{c}
I \\
C^{2^{m}}
\end{array}\right]\left(I+C^{2^{m+1}}\right)^{-1 / 2} M_{m}
$$

which implies $B_{m+1}=Q_{1}^{(m)}\left(Q_{1}^{(m)}\right)^{H}=\left(I+C^{2^{m+1}}\right)^{-1}$. By induction, the proposition holds.

## 3. Convergence Analysis

There are some interesting properties for the quantities in Algorithm Quad. For example, $B_{k}$ is an approximation of the orthogonal projection on to the invariant subspace $\mathcal{V}_{(a, b)}$ and $M_{k}$ in Proposition 1 and $R^{(k)}$ approximate the identity matrix $I$. In this section we provide a detailed convergence analysis of Algorithm Quad. All the quantities in Algorithm Quad are carefully analyzed and rigorous bounds are given.

The eigenvalue decomposition of $A$ is denoted by $A=Q \Lambda Q^{H}$, where $\Lambda=\operatorname{diag}\left(\lambda_{1}, \cdots, \lambda_{n}\right)$ with the first $r$ eigenvalues inside $(a, b)$ and the others outside $[a, b]$. We assume throughout the paper that $a$ and $b$ are not eigenvalues of $A$. Denote $\alpha(\lambda)=\frac{1}{c_{1}}\left(\lambda-c_{2}\right)$. Then $C=\alpha(A)$ and it has the eigen-decomposition $C=Q D Q^{H}$ with

$$
D=\operatorname{diag}\left(d_{1}, \ldots, d_{n}\right), \quad d_{i}=\alpha\left(\lambda_{i}\right), i=1, \ldots, n
$$

Obviously, $\left|d_{i}\right|<1$ for $i \leq r$ and $\left|d_{j}\right|>1$ if $j>r$. Partition $\Lambda=\operatorname{diag}\left(\Lambda_{1}, \Lambda_{2}\right)$ and $D=$ $\operatorname{diag}\left(D_{1}, D_{2}\right)$ with $D_{i}=\alpha\left(\Lambda_{i}\right)$ if required. It gives $\left\|D_{1}\right\|_{2}<1$ and $\left\|D_{2}^{-1}\right\|_{2}<1$.

Theorem 3.1. Let $P_{(a, b)}$ be the orthogonal projection onto the invariant subspace $\mathcal{V}_{(a, b)}$. If a and $b$ are not eigenvalues of $A$, then

$$
\left\|B_{k}-P_{(a, b)}\right\| \leq \eta^{2^{k}}
$$

where $\eta=\max \left\{\left|\alpha\left(\lambda_{i}\right)\right|,\left|\alpha\left(\lambda_{j}\right)\right|^{-1} \mid \lambda_{i} \in(a, b), \lambda_{j} \notin[a, b]\right\}<1$. Moreover, if $\eta^{2^{k}} \leq 0.16$, then

$$
\left\|B_{k+1}-B_{k}\right\| \leq\left\|B_{k}-P_{(a, b)}\right\|<\left\|B_{k+1}-B_{k}\right\|+2\left\|B_{k+1}-B_{k}\right\|^{2}
$$

Proof. By Proposition 2.1, $B_{k}=\left(I+C^{2^{k}}\right)^{-1}=Q\left(I+D^{2^{k}}\right)^{-1} Q^{H}$. It follows that

$$
\begin{align*}
\left\|B_{k}-P_{(a, b)}\right\|_{2} & =\left\|\left(I+D^{2^{k}}\right)^{-1}-\operatorname{diag}\left(I_{r}, 0\right)\right\|_{2} \\
& =\max \left\{\frac{d_{i}^{2^{k}}}{1+d_{i}^{2^{k}}}, \left.\frac{d_{j}^{-2^{k}}}{1+d_{j}^{-2^{k}}} \right\rvert\, i \leq r<j\right\}  \tag{3.1}\\
& \leq \max \left\{d_{i}^{2^{k}}, d_{j}^{-2^{k}} \mid i \leq r<j\right\}=\eta^{2^{k}}
\end{align*}
$$

Furthermore, we have

$$
\begin{align*}
\left\|B_{k+1}-B_{k}\right\|_{2} & =\left\|\left(I+D^{2^{k+1}}\right)^{-1}-\left(I+D^{2^{k}}\right)^{-1}\right\|_{2} \\
& =\max \left\{\frac{d_{i}^{2^{k}}\left(1-d_{i}^{2^{k}}\right)}{\left(1+d_{i}^{2^{k}}\right)\left(1+d_{i}^{2^{k+1}}\right)}, \left.\frac{d_{j}^{-2^{k}}\left(1-d_{j}^{-2^{k}}\right)}{\left(1+d_{j}^{-2^{k}}\right)\left(1+d_{j}^{-2^{k+1}}\right)} \right\rvert\, i \leq r<j\right\} . \tag{3.2}
\end{align*}
$$

Comparing (3.1) and (3.2), we obtain that $\left\|B_{k+1}-B_{k}\right\|_{2} \leq\left\|B_{k}-P_{(a, b)}\right\|_{2}$. To show the upper bound of $\left\|B_{k}-P_{(a, b)}\right\|_{2}$, let us denote $t=\frac{\epsilon(1-\epsilon)}{(1+\epsilon)\left(1+\epsilon^{2}\right)}$ and we write

$$
\frac{\epsilon}{1+\epsilon}=t \frac{1+\epsilon^{2}}{1-\epsilon}=t\left(1+\frac{\epsilon(1+\epsilon)}{1-\epsilon}\right)=t\left(1+t\left(\frac{1+\epsilon}{1-\epsilon}\right)^{2}\left(1+\epsilon^{2}\right)\right)
$$

It is not difficult to verify that for $\epsilon \in[0,0.16],\left(\frac{1+\epsilon}{1-\epsilon}\right)^{2}\left(1+\epsilon^{2}\right)<2$. Thus $\frac{\epsilon}{1+\epsilon}<t(1+2 t)$. Setting $\epsilon=\lambda_{i}^{2^{k}}$ and $\epsilon=\left(\lambda_{j}^{-1}\right)^{2^{k}}$ for $i \leq r<j$, respectively, and comparing (3.1) and (3.2) again yields

$$
\left\|B_{k}-P_{(a, b)}\right\|_{2}<\left\|B_{k+1}-B_{k}\right\|_{2}\left(1+2\left\|B_{k+1}-B_{k}\right\|_{2}\right)
$$

which completes the proof.
The above theorem gives a rigorous upper and lower bound for the approximation error $\left\|B_{k}-P_{(a, b)}\right\|_{2}$. It justifies the use of $\left\|B_{k+1}-B_{k}\right\|_{2}$ as the stopping criterion in Algorithm QuAD. (Actually, $\left\|B_{k+1}-B_{k}\right\|_{F}$ is used in the algorithm.)

In the next theorem we examine the block-diagonalization aspect of Algorithm QUAD.
Theorem 3.2. Let $\Lambda_{1}$ and $\Lambda_{2}$ be the diagonal matrices of the eigenvalues of $A$ inside $(a, b)$ and outside $[a, b]$, respectively, and $B_{k} \Pi_{k}=Q_{k} R_{k}$ be $Q R$ decompositions with column pivoting of $B_{k}$. Then, there exist two unitary matrices $U_{1} \in \mathcal{C}^{r \times r}$ and $U_{2} \in \mathcal{C}^{(n-r) \times(n-r)}$ such that

$$
\begin{equation*}
\left\|Q_{k}^{H} A Q_{k}-\operatorname{diag}\left(U_{1}^{H} \Lambda_{1} U_{1}, U_{2}^{H} \Lambda_{2} U_{2}\right)\right\| \leq \frac{4\|A\|_{2}}{\sigma_{\min }\left(R_{11}^{(k)}\right)} \eta_{2}^{2^{k}} \tag{3.3}
\end{equation*}
$$

where $R_{11}^{(k)}$ is the leading principal submatrix of $R_{k}$ of order $r$ and $\eta_{2}=\max _{j}\left\{\left|\alpha\left(\lambda_{j}\right)\right|^{-1}, \lambda_{j} \notin\right.$ $[a, b]\}$.

Proof. Let $A=Q \operatorname{diag}\left(\Lambda_{1}, \Lambda_{2}\right) Q^{H}$ be the eigenvalue decomposition of $A$. Partition

$$
Q^{H} Q_{k}=\left[\begin{array}{ll}
Q_{11} & Q_{12} \\
Q_{21} & Q_{22}
\end{array}\right]
$$

We can write

$$
Q_{11}=U_{1}+\Delta U_{1}, \quad Q_{22}=U_{2}+\Delta U_{2}
$$

where $U_{i}$ is an optimal unitary matrix approximation of $Q_{i i}, i=1,2$. It is not difficult to verify that [7]

$$
\left\|\Delta U_{1}\right\|_{2}=\max _{i}\left|\sigma_{i}\left(Q_{11}\right)-1\right|=\left\|\left(Q_{11}^{H} Q_{11}\right)^{-1 / 2}-I\right\|_{2}=\left\|\left(I-Q_{21}^{H} Q_{21}\right)^{-1 / 2}-I\right\|_{2} \leq\left\|Q_{21}\right\|_{2}
$$

Similarly, $\left\|\Delta U_{2}\right\|_{2} \leq\left\|Q_{12}\right\|_{2}=\left\|Q_{21}\right\|_{2}$. The last equality holds because $Q^{H} Q_{k}$ is unitary. So we have

$$
Q^{H} Q_{k}\left[\begin{array}{cc}
U_{1} & 0 \\
0 & U_{2}
\end{array}\right]+\left[\begin{array}{cc}
\Delta U_{1} & Q_{12} \\
Q_{21} & \Delta U_{2}
\end{array}\right] \equiv U+\Delta U
$$

and

$$
\|\Delta U\|_{2} \leq\left\|\left[\begin{array}{cc}
\Delta U_{1} & 0 \\
0 & \Delta U_{2}
\end{array}\right]\right\|_{2}+\left\|\left[\begin{array}{cc}
0 & Q_{12} \\
Q_{21} & 0
\end{array}\right]\right\|_{2} \leq 2\left\|Q_{21}\right\|_{2}
$$

Substituting the splitting above into $Q_{k}^{H} A Q_{k}=Q_{k}^{H} Q \Lambda Q^{H} Q_{k}$ gives

$$
Q_{k}^{H} A Q_{k}=U^{H} \Lambda U+U^{H} \Lambda \Delta U+\Delta U^{H} \Lambda Q^{H} Q_{k}
$$

Therefore,

$$
\begin{equation*}
\left\|Q_{k}^{H} A Q_{k}-U^{H} \Lambda U\right\|_{2}=\left\|U^{H} \Lambda \Delta U+\Delta U^{H} \Lambda Q^{H} Q_{k}\right\|_{2} \leq 2\|A\|_{2}\|\Delta U\|_{2} \leq 4\|A\|_{2}\left\|Q_{21}\right\|_{2} \tag{3.4}
\end{equation*}
$$

To estimate $\left\|Q_{21}\right\|_{2}$, we use Proposition 2.1 again,

$$
Q^{H} Q_{k} R_{k}=Q^{H} B_{k} \Pi_{k}=Q^{H}\left(I+C^{2^{k}}\right)^{-1} \Pi_{k}=\left(I+D^{2^{k}}\right)^{-1} Q^{H} \Pi_{k}
$$

Partition $D=\operatorname{diag}\left(D_{1}, D_{2}\right)$ and $R_{k}=\left[\begin{array}{cc}R_{11}^{(k)} & R_{12}^{(k)} \\ 0 & R_{22}^{(k)}\end{array}\right]$ with $R_{11} \in \mathcal{C}^{r \times r}$. The equality for the (2, 1)-block reads

$$
Q_{21} R_{11}^{(k)}=\left(I+D_{2}^{2^{k}}\right)^{-1}\left(Q^{H} \Pi_{k}\right)_{21}
$$

Hence $\left\|Q_{21} R_{11}^{(k)}\right\| \leq\left\|\left(I+D_{2}^{2^{k}}\right)^{-1}\right\|<\eta_{2}^{2^{k}}$, where $\left(Q^{H} \Pi_{k}\right)_{21}$ denotes the (2,1)-block of $Q^{H} \Pi_{k}$. It follows that

$$
\begin{equation*}
\left\|Q_{21}\right\|_{2} \leq\left\|Q_{21} R_{11}^{(k)}\right\|\left\|\left(R_{11}^{(k)}\right)^{-1}\right\|<\eta_{2}^{2^{k}} / \sigma_{\min }\left(R_{11}^{(k)}\right) . \tag{3.5}
\end{equation*}
$$

Substituting (3.5) into (3.4), we obtain the bound (3.3).
Remark. The minimal singular value $\sigma_{\min }\left(R_{11}\right)$ depends on the particular pivoting strategy used in computing the QR decomposition of $B_{k}$. Instead of using QR decomposition with column pivoting, we may also use some of the variants of the so-called rank-revealing QR decompositions or even the more general two-sided orthogonal decompositions.

The results given in the following theorem analyze the structures of the matrices $R^{(k)}$ and $M_{k}$. In particular we can show that both of them converge to the identity matrix quadratically.

Theorem 3.3. Let $R^{(k)}$ be the upper triangular matrix in Algorithm QUAD and $M_{k}$ be the unitary matrix in Proposition 2.1. Then, using the notation of Theorem 3.2, we have

$$
M_{k} R^{(k)}=I+Q E_{k} Q^{H}
$$

where $E_{k}=\operatorname{diag}\left(\gamma_{1}^{(k)}, \ldots, \gamma_{n}^{(k)}\right)$ with $\left|\gamma_{i}^{(k)}\right| \leq \eta^{2^{k}}$. Furthermore, if all the diagonal elements of $R^{(k)}$ are nonnegative, we have

$$
\begin{aligned}
& \left\|R^{(k)}-I\right\|_{2} \leq\left(4 \log _{2} n+8\right) \eta^{2^{k}} \\
& \left\|M_{k}-I\right\|_{2} \leq\left(4 \log _{2} n+9\right) \eta^{2^{k}}
\end{aligned}
$$

Proof. Algorithm Quad gives $B_{k}=Q_{1}^{(k)} R^{(k)}$. Substituting the representations of $Q_{1}^{(k)}$ and $B_{k}$ given in Proposition 2.1 into the equality above and using the decomposition of $C=Q D Q^{H}$, we have that

$$
Q\left(I+D^{2^{k}}\right)^{-1} Q^{H}=Q\left(I+D^{2^{k+1}}\right)^{-1 / 2} Q^{H} M_{k} R^{(k)}
$$

which implies that

$$
\begin{equation*}
M_{k} R^{(k)}=Q\left(I+D^{2^{k+1}}\right)^{1 / 2}\left(I+D^{2^{k}}\right)^{-1} Q^{H} \equiv Q\left(I+E_{k}\right) Q^{H} I+Q E_{k} Q^{H} \tag{3.6}
\end{equation*}
$$

where $E_{k}=\left(I+D^{2^{k+1}}\right)^{1 / 2}\left(I+D^{2^{k}}\right)^{-1}-I=\operatorname{diag}\left(\gamma_{1}^{(k)}, \ldots, \gamma_{n}^{(k)}\right)$ and

$$
\gamma_{i}^{(k)}=\frac{\sqrt{1+d_{i}^{2^{k+1}}}}{1+d_{i}^{2^{k}}}-1=-\frac{2 d_{i}^{2^{k}}}{\left(1+d_{i}^{2^{k}}\right)\left(1+d_{i}^{2^{k}}+\sqrt{1+d_{i}^{2 k+1}}\right)}
$$

It is easy to see that for $i \leq r,\left|\gamma_{i}^{(k)}\right| \leq d_{i}^{2^{k}} \leq \eta^{2^{k}}$. For $i>r$, we can write

$$
\gamma_{i}^{(k)}=-\frac{2 d_{i}^{-2^{k}}}{\left(1+d_{i}^{-2^{k}}\right)\left(1+d_{i}^{-2^{k}}+\sqrt{1+d_{i}^{-2^{k+1}}}\right)},
$$

giving $\left|\gamma_{i}^{(k)}\right| \leq d_{i}^{-2^{k}} \leq \eta^{2^{k}}$. Hence we have that $\left\|E_{k}\right\|_{2} \leq \eta^{2^{k}}$.
Now let $\Delta_{k}=2 Q E_{k}\left(I+E_{k}\right) Q^{H}$. The representation (3.6) gives

$$
\left(R^{(k)}\right)^{H} R^{(k)}=Q\left(I+E_{k}\right)^{2} Q^{H}=Q\left(I+2 E_{k}\left(I+E_{k}\right)\right) Q^{H}=I+\Delta_{k}
$$

the Cholesky decomposition of $I+\Delta_{k}$, a perturbation of the identity matrix. By the perturbation theory derived in [5], we get the error bound

$$
\left\|R^{(k)}-I\right\|_{2} \leq\left(2 \log _{2} n+4\right)\left\|\Delta_{k}\right\|_{2} \leq 4\left(\log _{2} n+2\right) \eta^{2^{k}}
$$

Here we have used the bound $\left\|\Delta_{k}\right\|_{2} \leq \eta^{2^{k}}$ that can be easily obtained. Finally, by (3.6),

$$
\left\|M_{k}-I\right\|_{2}=\left\|M_{k}^{H}-I\right\|_{2}=\left\|R^{(k)}-I+Q E_{k} Q^{H} M_{k}^{H}\right\| \leq 4\left(\log _{2} n+2\right) \eta^{2^{k}}+\eta^{2^{k}}
$$

completing the proof.
As a consequence of Theorem 3.3, the following corollary shows that $Q_{1}^{(k)}$ can also be an approximation of the orthogonal projection on to the invariant subspace. The proof is similar and hence is omitted.

Corollary 3.1. Using the notation in Algorithm QuAD, we have

$$
\left\|Q_{1}^{(k)}-P_{(a, b)}\right\|_{2} \leq \omega_{k}+\left(4 \log _{2} n+9\right) \eta^{2^{k}}
$$

where $\omega_{k}=\max \left\{\frac{1}{2}\left|\alpha\left(\lambda_{i}\right)\right|^{2^{k+1}},\left|\alpha\left(\lambda_{j}\right)\right|^{-2^{k}} \mid i \leq r<j\right\}<1$.
Remark. The block diagonalizing unitary matrix $Q$ in the last step of Algorithm Quad does not have to come from the matrix $B_{p}$. Corollary 3.1 shows that it can be obtained by the QR decompositions with column pivoting of $Q_{1}^{(k)}$. We omit the further analysis.

## 4. Acceleration

The above discussion opens up many possible avenues for accelerating Algorithm QuAD, and we discuss several possibilities in this section. First we can replace the two matrices $B_{k}$ and $I-B_{k}$ in Step 2.1 by their powers, i.e., Step 2.1. becomes

$$
\left[\begin{array}{c}
B_{k}^{m} \\
\left(I-B_{k}\right)^{m}
\end{array}\right]\left[\begin{array}{c}
Q_{1}^{(k)} \\
Q_{2}^{(k)}
\end{array}\right] R^{(k)},
$$

and Step 2.2. becomes $B_{k+1}=Q_{1}^{(k)}\left(Q_{1}^{(k)}\right)^{H}$. This gives other rational iterations for $\left\{B_{k}\right\}$ as

$$
B_{k+1}=\phi_{m}\left(B_{k}\right), \quad k=1,2, \ldots,
$$

with $\phi_{m}(x)=\frac{x^{2 m}}{x^{2 m}+(1-x)^{2 m}}$ that has the properties $\phi_{m}([0,1 / 2])=[0,1 / 2]$ and $\phi_{m}((1 / 2,1])=$ $(1 / 2,1]$. An interesting observation is the following nested iteration relation among those rational functions:

$$
\phi_{2}=\phi \circ \phi=\phi^{(2)}, \quad \phi_{2^{s}}=\underbrace{\phi \circ \cdots \circ \phi}_{(s+1) \text { times }}=\phi^{(s+1)}(x) .
$$

It is easy to see that the larger $m$ is the faster the convergence. ${ }^{3)}$ However, we should also pay attention to the possibility that $B_{k}^{m}$ may overflow for large $m$. On the other hand forming $B_{k}^{m}$ and $\left(I-B_{k}\right)^{m}$ involves extra matrix-matrix multiplications. The best compromise seems to be for $m=2$ where we can get away with just one extra matrix-matrix multiplication and two matrix additions. This is because we can write $\left(I-B_{k}\right)^{2}=I-2 B_{k}+B_{k}^{2}$. We summarize the above in the following algorithm.

```
Algorithm Quart.
1. Initialization. \(B_{0}=\frac{b-a}{2} I, Z_{0}=A-\frac{a+b}{2} I\).
2. For \(k=0,1,2, \ldots\), until convergence
2.1 Compute QR decomposition \(\left[\begin{array}{c}B_{k} \\ Z_{k}\end{array}\right]\left[\begin{array}{c}Q_{1}^{(k)} \\ Q_{2}^{(k)}\end{array}\right] R^{(k)}\).
2.2 Update \(Y_{k}=Q_{1}^{(k)}\left(Q_{1}^{(k)}\right)^{H}, B_{k+1}=Y_{k}^{2}\), and \(Z_{k+1}=I-2 Y_{k}+B_{k+1}\).
2.3 If \(\left\|B_{k+1}-B_{k}\right\|_{F} \leq\) tol, then set \(p=k+1\) and terminate.
```

3. Compute the column pivoting QR decomposition of $B_{p} \Pi=Q R$.
4. Compute $Q^{H} A Q$ as $Q^{H} A Q=\left[\begin{array}{ll}\hat{A}_{11} & E_{12} \\ E_{21} & \hat{A}_{22}\end{array}\right]$, with $\hat{A}_{11} \in \mathcal{C}^{r \times r}, r=\operatorname{rank}(R)$.

Another possibility for devising acceleration schemes is to use $\left[\begin{array}{c}p\left(B_{k}\right) \\ q\left(I-B_{k}\right)\end{array}\right]=\left[\begin{array}{c}Q_{1}^{(k)} \\ Q_{2}^{(k)}\end{array}\right] R^{(k)}$, and $B_{k+1}=Q_{1}^{(k)}\left(Q_{1}^{(k)}\right)^{H}$, where $p(x)$ and $q(x)$ are two polynomials. This gives the rational transformation of $B_{k}$ as

$$
B_{k+1}=\psi\left(B_{k}\right)
$$

with $\psi(x)=\frac{p(x)^{2}}{p(x)^{2}+(q(1-x))^{2}}$. We can tailor the polynomials $p$ and $q$ to accommodate the computation of eigenvalues in other regions in the real line.

## 5. Comparisons

### 5.1 Comparison with ISDA

As we mentioned, ISDA uses the incomplete Beta function $\beta_{1}(x)=x^{2}(3-2 x)$ as the iteration function $[1,3,10]$. Two matrix-matrix multiplications are needed in each iteration. The Beta function $\beta_{2}(x)=10 x^{3}-15 x^{4}+6 x^{5}$ is suggested for acceleration [1, 3, 10]. It requires at least three matrix-matrix multiplications for computing $\beta_{2}(B)$.

In this section we compare several properties of the functions $\phi=\phi_{1}$ or $\phi_{2}$ with $\beta_{1}$ and $\beta_{2}$ used as the iteration functions in ISDA. Notice that the eigenvalues of $A$ will be first transformed to the interval $[0,1]$ by the scaling transformation $B=\ell(A) .{ }^{4)} \quad$ The convergence of iteration

[^2]


Fig. 5.1. (left) The functions $\beta_{1} \approx \phi_{s}$ with $s=\frac{1}{2} \sqrt[3]{4}$ and $\beta_{2} \approx \phi_{2}$. (right) The rations $r_{1}=\left(\phi_{s}-\right.$ $\left.\frac{1}{2}\right) /\left(\beta_{1}-\frac{1}{2}\right)$ and $r_{2}=\left(\phi_{1}-\frac{1}{2}\right) /\left(\beta_{2}-\frac{1}{2}\right)$.
$\hat{B}=\phi_{i}(B)$ or $\hat{B}=\beta_{i}(B)$ depends on the distance $\min _{i}\left|\lambda_{i}(B)-\frac{1}{2}\right|$ of the eigenvalues of $B$ to the middle point $\frac{1}{2}$ of the interval $[0,1]$. The larger the distance is, the faster the iteration converges. $\phi_{1}(x)$ seems to have a slight edge over $\beta_{1}(x)$ around $1 / 2$ since

$$
\frac{\phi_{1}(x)-\frac{1}{2}}{\beta_{1}(x)-\frac{1}{2}}=\frac{4}{3}-\frac{32}{4}\left(x-\frac{1}{2}\right)^{2}+o\left(\left(x-\frac{1}{2}\right)^{2}\right)
$$

implying that $\phi_{1}(x)$ expels away any point close to $1 / 2$ about $4 / 3$ as fast as $\beta_{1}(x)$.
We now compare the function $\phi_{2}(x)$ and the iterated version of $\beta_{1}(x)$ and found that for a not too small $x \in(0,1]$,

$$
\phi_{2}(x) \approx\left(\beta_{1} \circ \beta_{1} \circ \beta_{1}\right)(x) \equiv \beta_{1}^{(3)}(x)
$$

This implies that $\beta_{1}$ is approximately equal to $\phi_{s}$ with $s=\frac{1}{2} \sqrt[3]{4} \approx 0.7937$ and the convergence rate of ISDA using $\beta_{1}$ is about $\sqrt[3]{4} \approx 1.5874$. The accelerated iteration of ISDA using $\beta_{2}$ seems to be quadratically convergent, because $\beta_{2}(x) \approx \phi_{1}(x)$ for not small $x$ in $(0,1)$. Figure 5.1 plots the graphs of $\phi_{1}, \phi_{s}$ with $s=\frac{1}{2} \sqrt[3]{4}, \beta_{1}$, and $\phi_{2}$ on the left and the ratios $r_{1}=\left(\phi_{s}-\frac{1}{2}\right) /\left(\beta_{1}-\frac{1}{2}\right)$ and $r_{2}=\left(\phi_{1}-\frac{1}{2}\right) /\left(\beta_{2}-\frac{1}{2}\right)$ on the right. For numerical examples, see Example 2 and Example 3 below. For our test cases we can conclude that Algorithm Quart is about three times as fast as ISDA and also gives comparable or better accuracy for the computed invariant subspaces.

### 5.2 Comparison with Algorithm

In this section we compare the accuracy and convergence behavior of the two algorithms: Algorithm 5.2 and Algorithm Quad. For a detailed discussion of Algorithm Cubic, the reader is referred to [15]. The main difference between the two algorithms is in Step 2, where the matrices $B_{k}$ and $Z_{k}$ are constructed. For Algorithm Cubic, Step 2 has the following form: ${ }^{5)}$
2.1 Compute QR decomposition $\left[\begin{array}{c}W_{k} \\ Z_{k}\end{array}\right]\left[\begin{array}{c}Q_{1}^{(k)} \\ Q_{2}^{(k)}\end{array}\right] R^{(k)}$.
2.2 Update $W_{k+1}=Q_{1}^{(k)} W_{k}\left(Q_{1}^{(k)}\right)^{H}, \quad Z_{k+1}=Q_{2}^{(k)} Z_{k}\left(Q_{2}^{(k)}\right)^{H}$.

[^3]The initial values are the same as in Algorithm QUAD. It requires 4 matrix-matrix multiplications. The following table shows the essential characteristics of the algorithms. ${ }^{6}$ )

| Algorithms | Storage | Matrix-matrix | QR | Convergence rate |
| :---: | :---: | :---: | :---: | :---: |
| QUAD | $3 n^{2}$ | 1 | 1 | 2 |
| CUBIC | $5 n^{2}$ | 4 | 1 | 3 |
| QUART | $3 n^{2}$ | 2 | 1 | 4 |
| ISDA $\left(\beta_{1}\right)$ | $3 n^{2}$ | 2 | 0 | $\approx 1.59$ |
| ISDA $\left(\beta_{2}\right)$ | $4 n^{2}$ | 3 | 0 | $\approx 2$ |

## 6. Numerical Experiments

In this section, we show some numerical results to illustrate the efficiency of our proposed algorithms for computing an invariant subspace $\mathcal{V}_{(a, b)}$ for the given interval $(a, b)$. We use synthetic test matrices.

Example 1. We construct the test matrix $A$ as follows (in MATLAB notation).

```
n = 500;
[Q,temp] = qr(1-2*rand(n));
d = sort(1-2*rand(n,1));
A = Q*diag(d)*Q';
```

We compute the invariant subspace corresponding to the right half-eigenvalues, i.e., setting $a=\frac{1}{n} \operatorname{tr}(A)$ and $b=\Omega$ where $\Omega$ is the estimated bound of the eigenvalues of $A$ using Geeshgorin Circle Theorem. Notice that ISDA is convenient for computing an invariant subspace corresponding to extreme eigenvalues. As we have shown in the last section, the iteration number of ISDA with $\beta_{1}$ is about three times of that for Algorithm QuArt, while ISDA with $\beta_{2}$ and Algorithm Quad has almost the same number of iterations. However, since ISDA requires additional two matrix-matrix multipliers than QUAD and two matrix-matrix multiplications cost much more than on QR decomposition, ISDA with $\beta_{2}$ is generally slower than QuAD. In the following table, we list the experimental results, where err $_{1}$, err $_{2}$, and err $_{3}$ denote the block-diagonalizing error, the approximate error of the computed eigenvalues in $(a, b)$, and the distance between the compute invariant subspace $\operatorname{span}\left(\hat{Q}_{1}\right)$ and the true one $\mathcal{V}_{(a, b)} \operatorname{span}\left(Q_{1}\right)$, respectively,

$$
e r r_{1}=\left\|\hat{Q}_{2}^{T} A \hat{Q}_{1}\right\|, \quad e r r_{2}=\left\|\lambda_{(a, b)}(A)-\lambda\left(\hat{Q}_{1}^{T} A \hat{Q}_{1}\right)\right\|, \quad \operatorname{err}_{3}=\left\|\hat{Q}_{1}-Q_{1}\right\|
$$

| $n=500$ | CPU time (s) | iter | err1 | err2 | err3 | Flops $/ n^{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| QUAD | 19.89 | 19 | $1.09 \mathrm{e}-14$ | $2.10 \mathrm{e}-14$ | $3.06 \mathrm{e}-14$ | 194 |
| QUART | 14.61 | 11 | $9.50 \mathrm{e}-15$ | $2.31 \mathrm{e}-14$ | $2.84 \mathrm{e}-14$ | 135 |
| ISDA $\left(\beta_{1}\right)$ | 20.02 | 30 | $1.84 \mathrm{e}-14$ | $2.39 \mathrm{e}-14$ | $4.18 \mathrm{e}-14$ | 183 |
| ISDA $\left(\beta_{2}\right)$ | 21.92 | 20 | $5.77 \mathrm{e}-14$ | $2.17 \mathrm{e}-14$ | $5.08 \mathrm{e}-14$ | 203 |

Example 2. In this test, we show the efficiency of our methods for computing an invariant subspace associate the middle eigenvalues of $A$. We set

$$
a=\frac{1}{2}\left(\lambda_{100}+\lambda_{101}\right), \quad b=\frac{1}{2}\left(\lambda_{200}+\lambda_{201}\right) .
$$

[^4]For ISDA, if a linear transformation is used for the initial scaling $\ell$, it requires that one applies ISDA twice, one for the invariant subspace $\mathcal{V}_{a, \Omega)}$ of $A$ and the other for the invariant subspace $\mathcal{V}_{a, b)}$ of the truncated matrix $Q_{1}^{T} A Q_{1}$. In the following table, we show the CPU times and iteration numbers, respectively.

| $n=500$ | CPU time (s) | iter | err1 | err2 | err3 | Flops $/ n^{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| QUAD | 11.75 | 11 | $3.56 \mathrm{e}-15$ | $9.53 \mathrm{e}-15$ | $2.56 \mathrm{e}-14$ | 113 |
| QUART | 9.08 | 7 | $3.58 \mathrm{e}-15$ | $8.15 \mathrm{e}-15$ | $2.53 \mathrm{e}-14$ | 87 |
| ISDA $\left(\beta_{1}\right)$ | $27.73+18.16$ | $27+26$ | $8.57 \mathrm{e}-15$ | $1.19 \mathrm{e}-14$ | $9.19 \mathrm{e}-14$ | 251 |
| ISDA $\left(\beta_{2}\right)$ | $29.98+19.80$ | $18+17$ | $2.00 \mathrm{e}-14$ | $9.12 \mathrm{e}-15$ | $8.54 \mathrm{e}-14$ | 276 |
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[^0]:    * Received December 15, 2005; final revised September 1, 2006; accepted October 1, 2006.

[^1]:    2) We assume that $a$ and $b$ are not eigenvalues of $A$.
[^2]:    ${ }^{3)}$ The convergence rate of $\phi_{m}$ is $2 m$ now.
    ${ }^{4)}$ As a side issue, this step can be accomplished using the QR decomposition of $[I, A]^{H}$ instead of explicitly estimating the largest and smallest eigenvalues of $A$ using some version of the Geeshgorin Circle Theorem and resorting to a linear transformation as is done in $[1,3]$.

[^3]:    ${ }^{5)}$ Actually, Algorithm Cubic used a different but equivalent form as is presented here. The form presented here is used to make the comparison with Algorithm Quad easier.

[^4]:    ${ }^{6)}$ When we count the number of matrix-matrix multiplications and the amount of storage, we do not take into account of the symmetry of some of the quantities. This is mainly because it is still not very clear how to handle symmetry in a parallel environment.

