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Abstract

A nonoverlapping domain decomposition iterative procedure is developed and ana-
lyzed for generalized Stokes problems and their finite element approximate problems in
R

N (N=2,3). The method is based on a mixed-type consistency condition with two pa-
rameters as a transmission condition together with a derivative-free transmission data
updating technique on the artificial interfaces. The method can be applied to a general
multi-subdomain decomposition and implemented on parallel machines with local simple
communications naturally.
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1. Introduction

It is known that large scale simulation of viscous incompressible fluid flow requires the
solution of the nonlinear time-dependent Navier-Stokes equations. The key and most time-
consuming part of this process is the solution of the generalized Stokes problem at each non-
linear iteration. The numerical solution of the generalized Stokes problem plays a fundamental
role in the simulation of viscous incompressible fluid flow. Therefore, efficient algorithms for the
generalized Stokes problem are indispensable for the numerical solution of the Navier-Stokes
equations. However, the systems arising from the generalized Stokes problem are indefinite.
This then causes difficulty for solving systems by most preconditioner and iterative methods.
On the other hand, it is also difficult to solve these systems directly since they are very large
usually. Therefore, a nonoverlapping domain decomposition iterative procedure seems to be at-
tractive for such ill-conditioned problems because it combines iterative methods on the artificial
interfaces method on the small subdomains.

The motivation of this work is to develop and analyze a nonoverlapping domain decom-
position iterative procedure for solving the generalized Stokes problem and its finite element
approximate problems. The nonoverlapping domain decomposition iterative procedure is based
on a mixed-type consistency condition with two parameters as a transmission condition to-
gether with a derivative-free transmission date updating technique on the artificial interfaces.
The method can be applied in a general multi-subdomain decomposition and implemented on
parallel machines with local multi-subdomain decomposition and implemented on parallel ma-
chines with local simple communications naturally. Firstly ,we consider the nonoverlapping
domain decomposition method for the differential problems of generalized Stokes problem. In
particular, its convergence is demonstrated by a “pseudo energy” technique. Then, we apply
the method to the famous Crouzeix-Raviart linear nonconforming finite element problems of
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generalized Stokes problem. A nonoverlapping domain decomposition iterative procedure is
developed for solving the Crouzeix-Raviart linear nonconforming finite element problems. Its
convergence is proved for a very general domain decomposition and finite element mesh even
without the quasi-uniform and regular requirements. The algorithm is directly presented to the
finite element problem without introducing any Lagrange multipliers.

Nonoverlapping domain decomposition methods have been studied extensively and become
very attractive for their parallelism and flexibility (cf. [4-7,9-11,15-21]) . The basic idea to
develop our method is originally from [5] as well as [6]. A mixed-type transmission condition
with two parameters and its derivative-free updating technique are developed and analyzed
for second order elliptic problems. In [6], the idea of [5] is extended and applied into mixed
finite element problems for second order elliptic problems and mixed finite element methods of
nearly elastic waves in frequency domain as well. The other closely related works are [4,11,16-
21], In particular, the word of [4] is very similar to [15] but with only one parameter in the
transmission condition. In fact, the method in [4] uses the same transmission data as the
famous Lions method of [15] but different updating techniques. Moreover, the method of [4]
can be regarded as a variant and improvement of Lions method for the continuous differential
problems. In [4,11,16-21], the Lions method of [15] is applied into the generalized Stokes problem
and its closely related problems, for instance, the Oseen equations, as well as their finite element
approximations. All of the rest apply the Lions method to the various problems, for example,
the mixed finite element problem (cf.[10]), by introducing Lagrange multipliers on the artificial
interfaces.

2. Generalized Stokes Problem and Its Finite Element

Approximations

Let Ω be a domain of RN(N=2,3) and ∂Ω its boundary. For the sake of simplicity, this
paper is to consider the following generalized Stokes problem over Ω.







−∆u + αu + ∇p = f in Ω,

∇ · u = 0 in Ω,

u = 0 on ∂Ω,

(2.1)

where u = (u1(x), · · · , uN(x)) is the velocity vector, p = p(x) is pressure function, the f ∈
L2(Ω) ≡ [L2(Ω)]N is the field of external forces, and α is a non-negative constant either 0 or
α0 > 0. When α ≡ 0 we have the Stokes problem, and the case α ≡ α0 > 0 usually arises as
part of the solution process for the Navier-Stokes equations or non-stationary Stokes equations
by implicit difference discrete for time (cf.[ 12],[19]).

The most commonly used Galerkin-type weak formula for the generalize Stokes problem
(2.1) is: Find (u, p) ∈ H1

0(Ω) × L2
0(Ω) such that

{

a(u, v)Ω + b(v, p)Ω = (f, v)Ω ∀v ∈ H1
0(Ω),

b(u, q)Ω = 0 ∀q ∈ L2
0(Ω),

(2.2)

where H1
0(Ω) = [H1

0 (Ω)]N , L2
0(Ω) is the subspace of L2(Ω) whose integrable function with zero

mean value, (· , · )Ω inner product over L2(Ω) or [L2(Ω)]N

a(u, v)Ω = (∇u,∇v)Ω + (αu, v)Ω, (2.3)

b(v, q)Ω = (q,∇ · v)Ω. (2.4)

It is well-known that the generalized Stokes problem (2.1)-(2.2) has a unique solution (u, p) ∈
H1

0(Ω)×L2
0(Ω) . Moreover, there holds the regularity (u, p) ∈ (H1

0(Ω)∩H2(Ω))×(L2
0(Ω)∩H1(Ω))



A Parallel Nonoverlapping Domain Decomposition Method for Stokes Problems 211

for a suitably smooth domain Ω and the regularity (u, p) ∈ (H1
0(Ω)∩H1.5(Ω))×(L2

0(Ω)∩H0.5(Ω))
for a very general domain Ω (cf.[ 1],[14]) .

To describe mixed finite element approximations for (2.2), we begin with the triangulation
of Ω. let Th be a general finite element triangulation of Ω and, for simplicity, Ω =

⋃

τ∈Th

τ . At

this moment, Th is not assumed it is either quasi-uniform or regular. For the sake of simplicity,
we consider the famous nonconforming linear finite element, Crouzeix-Raviart element (cf. [3])
for the velocity field and piecewise constant finite element for the pressure field on the n-simplex
(triangle, if n = 2, tetrahedron, if n = 3) triangulation Th. However, it is not difficult to see
that the analysis and conclusion of this paper can be easily extended to other nonconforming
finite elements, for instance, the nonconforming finite elements for n-quadrilateral partition or
n-simplex partition (cf. [10]) and the nonconforming finite elements for n-rectangle partition
(cf. [13]).

Assume that V h ∈ L2(Ω) is the Crouzeix-Raviart finite element approximate space of H1
0 (Ω)

associated with Th, that is,

V h = {v : v |τ ∈ P1(τ), τ ∈ Th, v vanishes at k ∈ Nh and vanishes at k ∈ Γh},

where Nh is the set of all face barycenters of Th’s element, i.e. n-simplex, in the interior of Ω
and Γh as the set of all face barycenters of Th’s element on the boundary of ∂Ω. Let Vh =
[V h]N ⊂ L2(Ω) as the finite dimensional approximate space of H1

0(Ω). Also, let Mh ⊂ L2
0(Ω) be

the piecewise constant finite element approximate space of L2
0(Ω) associated with the triangle

partition Th. The mixed finite element approximate problem for the problem (2.2) is: Find
(u, p) ∈ Vh × Mh such that

{

ah(u, v)Ω + bh(v, p)Ω = (f, v)Ω ∀v ∈ Vh,

bh(u, q)Ω = 0 ∀q ∈ Mh,
(2.5)

where

ah(u, v)Ω =
∑

τ∈Th

[(∇u,∇v)τ + (αu, v)τ ], (2.6)

bh(v, q)Ω =
∑

τ∈Th

(q,∇ · v)τ , (2.7)

It is well-known that such Vh and Mh satisfy the Babuska-Brezzi condition:

sup
v∈V h

∣

∣bh(v, q)
∣

∣

||v||h
≥ γ0||q||L2(Ω) ∀q ∈ Mh, (2.8)

where

||v||h = [(∇v,∇v)Ω + (v, v)Ω]1/2, v ∈ Vh, (2.9)

and γ0 is a positive number independent of the mesh size h. The Babuska-Brezzi condition
(2.8) not only guarantees the existence and stability of the mixed finite element problem (2.5)
but also makes the finite element approximate solution (uh ,ph) ∈ Vh × Mh with the optimal
error estimate if Th is quasi-uniform, that is,

||uh − u||L2(Ω) + h(||uh − u||h + ||ph − p||L2(Ω)) (2.10)

≤ Ch2(‖u‖H2(Ω) + ‖p‖H1(Ω))

where (u, p) ∈ (H1
0(Ω) ∩ H2(Ω)) × (L2

0(Ω) ∩ H1(Ω)) is the solution of the generalized Stokes
problem (2.2) (cf. [1], [3], [12]).
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3. Domain Decompositions and Consistency Conditions

To develop a nonoverlapping domain decomposition methods to solve the generalize Stokes
problem (2.1) or (2.2) and its nonconforming finite element problem (2.5), we begin with de-
composing Ω into an arbitrary m(≥ 2) of disjoint subdomain ( open sets ) Ω1, Ω2, · · · , Ωm that
is,

Ω = Ω1 ∪ Ω2 ∪ · · · ∪ Ωm = Ω1 ∪ Ω2 ∪ · · · ∪ Ωm ∪ Σ, (3.1)

Σ =
⋃

1≤i6=j≤m

Γij , Γij = ∂Ωi ∩ ∂Ωj , Γi = ∂Ωi ∩ ∂Ω. (3.2)

Moreover, while considering the finite element problem (2.5), we also need assume the above
nonoverlapping domain decomposition is aligned with Th, that means, every Ωi is a block
(union) of some elements or even an individual element of Th.

Let us now decompose of the generalize Stokes problem (2.1) over {Ωi} of the domain
decomposition (3.1) -(3.2). In addition to requiring (ui ,pi), i = 1, 2, 3, · · · , m to satisfy







−∆ui + αui + ∇pi = f in Ωi,

∇ · ui = 0 in Ωi,

ui = 0 on Γij ,

(3.3)

It is necessary to impose the following consistency conditions (cf. [11], [16], [17], [18], [20], [21])

ui = uj , on Γij (3.4)

∂ui

∂νi
− piνi = −

∂uj

∂νj
+ pjνj , on Γij (3.5)

where νi is the unit outward normal from Ωi. It is much more convenient and efficient to replace
the consistency conditions (3.4) - (3.5) by the following mixed-type consistency conditions (cf.
[4], [5], [6]).

βij(
∂ui

∂νi
− piνi) + λijui = βij(

∂uj

∂νj
− pjνj) + λijuj , on Γij (3.6)

βji(
∂uj

∂νj
− pjνj) + λjiuj = −βji(

∂ui

∂νi
− piνi) + λijui, on Γij (3.7)

where βij , called penalty coefficient, λij , called transmission coefficient, satisfy

βij = βji, 1 ≤ i 6= j ≤ m, (3.8)

λij = λji, 1 ≤ i 6= j ≤ m. (3.9)

It will be clear later why we call βij penalty coefficient and λij transmission coefficient.
By using the idea of [5] or [6] and the consistency condition (3.6)-(3.9), we can define a

nonoverlapping domain decomposition iterative procedure for the the generalized Stokes prob-
lem (2.1) over the domain decomposition (3.1) - (3.2) as follows:







−∆ui + αui + ∇pi = f in Ωi,

∇ · ui = 0 in Ωi,

ui = 0 on Γi,

(3.10)

βij(
∂ui

∂νi
− piνi) + λijui = gn

ij , on Γij (3.11)
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gn+1
ij = 2λiju

n
j − gn

ji, 1 ≤ i 6= j ≤ m, if means(Γij) > 0, (3.12)

where g0
ij are given. In fact, we understand precisely the iterative procedure (3.10) - (3.12) in

the sense of the weak solution.
We now discuss how the iterative procedure (3.10) - (3.12) implements the consistency

condition (3.6) - (3.7). It follows from (3.8) - (3.9) and (3.11) - (3.12) that we can derive that

βij(
∂un+1

i

∂νi
− pn+1

i νi) + λiju
n+1
i = gn+1

ij = 2λiju
n
j − gn

ji

= 2λiju
n
j − [βji(

∂un
j

∂νj
− pn

j νj) + λjiu
n
j ] (3.13)

= −βij(
∂un

j

∂νj
− pn

j νj) + λjiu
n
j , on Γij.

Clearly, (3.13) implies that the iterative procedure (3.10) - (3.12) implements the consistency
condition (3.6) - (3.7) through the iterative process. Hence, if the sequence {un

i } converges to
ui, then ui (i = 1, 2, · · · , m)will satisfy the consistency condition (3.6) - (3.7).

Finally, we conclude this section by introducing the following special notations Gr (r =
1, 2, · · · ), which will be used later.

{

G1 = {∪Ωk |∂Ωk ∩ ∂Ω has positive measure}
Gr+1 =

{

∪Ωk

∣

∣∂Ωk ∩ Gr has positive measure, ∂Ωk ∩ Γl = ∅, ∀l ≤ r
} (3.14)

4. A nonoverlapping Domain Decomposition Iterative Procedure for

the Differential Problem

This section is to develop and analyze a nonoverlapping domain decomposition method for
the generalized Stokes problem (2.2) based on the mixed-type consistency condition (3.6)-(3.7)
and the domain decomposition (3.1)-(3.2). In particular, its convergence is demonstrated by
a “pseudo energy” technique, which also is the motivation for proving the convergence in the
case for the finite element problem next section.

We define the nonoverlapping domain decomposition iterative procedure based on the anal-
ysis in last section. In fact , we just need rewrite and (3.10)-(3.12) as in the sense of weak
solution of generalized Stokes problems. The nonoverlapping domain decomposition iterative
procedure for the generalized Stokes problem (2.2) is defined as follows.
Algorithm I

(i) Given g0
ij ∈ L2(Γij) = [L2(Γij)]

2 , 1 ≤ i 6= j ≤ m, meas(Γij) > 0, arbitrarily;

(ii) Then recursively find (un
i pn

i ) ∈ H1
Γi

(Ωi) × L2(Ωi), i = 1, 2, · · · , m, by solving the
subproblems

a(un
i ,v)Ωi

+ b(v ,pn
i )Ωi

+
∑

1≤i6=j≤m

λij

βij

∫

Γij

un
i vds = (f ,v)Ωi

(4.1)

+
∑

1≤i6=j≤m

1
βij

∫

Γij
gn

ijvds, ∀v ∈ H1
Γi

(Ωi)

b(un
i , q)Ωi

= 0, ∀q ∈ L2
0(Ωi). (4.2)

(iii) Update the transmission condition data for i = 1, 2, · · · , m

gn+1
ij = 2λiju

n
j − gn

ji, in L2(Γij), 1 ≤ i 6= j ≤ m, if meas(Γij) > 0 (4.3)
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where βij and λij satisfy (3.8)-(3.9), and H1
Γi

(Ωi) is the restriction of H1
0(Ω) over the subdomain

Ωi.
It is not hard to know that the subproblems (4.1)-(4.2) are always well-posed in the whole

iterative process. Furthermore, it is easy to see that βij looks like a penalty put on the artificial
interface Γij in (4.1) and only λij takes part in the update of transmission data but βij is not
in the formula for updating the transmission data explicitly. That is why, like [5] and [6], βij is
called “penalty coefficient” and λij is called “transmission coefficient”, respectively. It will be
clear that βij and λij play the key role in the convergence rate estimates.

We now discuss the convergence of Algorithm I. We first define the error function at the
iterative step n:

εn
i = un

i − u ∈ H1
Γi

(Ωi), i = 1, 2, · · · , m, (4.4)

ρn
i = pn

i − p ∈ L2(Ωi), i = 1, 2, · · · , m, (4.5)

where (u, p) ∈ H1
0(Ω) × L2(Ω) is a solution of the generalized Stokes problem (2.2). Then we

can have that

a(εn
i ,v)Ωi

+ b(v ,ρn
i )Ωi

+
∑

1≤i6=j≤m

λij

βij

∫

Γij

εn
i vds = (4.6)

∑

1≤i6=j≤m

1
βij

∫

Γij
gn

ijvds , ∀v ∈ H1
Γi

(Ωi),

b(εn
i , q)Ωi

= 0, ∀q ∈ L2
0(Ωi), (4.7)

gn+1
ij = 2λijε

n
j − gn

ji, in L2(Γij), 1 ≤ i 6= j ≤ m, if meas(Γij) > 0, (4.8)

where we have used gn
ij to replace gn

ij − [βij(
∂u
∂νi

− pνi) + λiju]. Furthermore, we have the
following lemma, which play the key roles in the convergence analysis.
Lemma 4.1. There holds the following identity

∣

∣

∥

∥gn+1
∥

∥

∣

∣

2
= |‖gn‖|2 − 4

m
∑

i=1

a(εn
i ,εn

i )Ωi
, (4.9)

where gk = (gk
ij), 1 ≤ i 6= j ≤ m defined as in (4.6)-(4.8), and

∣

∣

∥

∥gk
∥

∥

∣

∣

2
=

∑

1≤i6=j≤m

1

βijλij

∫

Γij

∣

∣gk
ij

∣

∣

2
ds. (4.10)

Proof. First, from (4.6)-(4.7), we can have that by taking v = εn
i in (4.6)

a(εn
i , εn

i )Ωi
=
∑

j 6=i

1

βij

∫

Γij

(gn
ij − λijε

n
i )εn

i ds. (4.11)

It then follows from (4.8), (4.10) and (4.11) that

∣

∣

∥

∥gn+1
∥

∥

∣

∣

2
=

∑

1≤i6=j≤m

1

βijλij

∫

Γij

∣

∣gn+1
ij

∣

∣

2
ds (4.12)

=
∑

1≤i6=j≤m

1

βijλij

∫

Γij

∣

∣2λijε
n
j − gn

ji

∣

∣

2
ds

=
∑

1≤i6=j≤m

1

βijλij

∫

Γij

∣

∣gn
ji

∣

∣

2
ds − 4

m
∑

i=1

∑

j 6=i

1

βij

∫

Γij

(gn
ij − λijε

n
i )εn

i ds

= |‖gn‖|2 − 4

m
∑

i=1

a(εn
i ,εn

i )Ωi
,
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where (3.8) and (3.9) have been used in (4.12). Then, the proof completes.

Theorem 4.2. Let (u, p) ∈ H1
0(Ω)×L2

0(Ω) be a weak solution of the generalized Stokes problem
(2.4)-(2.5) with reasonable regularity(u, p) ∈ [H1.5(Ω)]N × H0.5(Ω). Let (un

i , pi) ∈ H1
Γi

(Ωi) ×
L2(Ωi)(i = 1, 2, · · · , m) be the weak solution of the subproblem (4.1)-(4.2) of Algorithm I at
iterative step n. Then we have that ,for any initial g0

ij ∈L2(Γij)

[

m
∑

i=1

(||un
i − u||2H1(Ωi)

+ ||pn
i − p||2L2(Ωi)

)]1/2 → 0, as n → ∞ (4.13)

Proof. Clearly, it suffices to show that, for any i = 1, 2, · · · , m,

[
m
∑

i=1

(||un
i − u||2H1(Ωi)

+ ||pn
i − p||2L2(Ωi)

)] → 0, as n → ∞ (4.14)

From (4.9) and (4.10) of Lemma 4.1, we have that the sequence
{

gn
ij

}

is bounded in L2(Γij)(1 ≤

i 6= j ≤ m, meas(Γij) > 0). Hence, there exists a gij ∈L2(Γij) and a subsequence, still denoted
as
{

gn
ij

}

, such that, for any meas(Γij) > 0, 1 ≤ i 6= j ≤ m

gn
ij → gij , weakly in L2(Γij), as n → ∞. (4.15)

Also, from (4.9) of Lemma 4.1, we can have that, for any position integer M ,

M
∑

n=0

m
∑

i=1

a(εn
i ,εn

i )Ωi
=

1

4

(

∣

∣

∥

∥g0
∥

∥

∣

∣

2
−
∣

∣

∥

∥gM+1
∥

∥

∣

∣

2
)

≥ 0,

which implies
m
∑

i=1

a(εn
i ,εn

i )Ωi
→ 0 as n → ∞. (4.16)

Thus, for any i = 1, 2, · · · , m,

[(∇εn
i ,∇εn

i )Ωi
+ (αεn

i , εn
i )Ωi

] → 0, as n → ∞. (4.17)

Therefore, if α = α0 > 0, then (4.17) directly implies that

‖εn
i ‖H1

(Ωi)
→ 0, as n → ∞, i = 1, 2, · · · , m. (4.18)

Thus, by Sobolev embedding theorem,

‖εn
i ‖L2

(Γij)
→ 0, as n → ∞, 1 ≤ i 6= j ≤ m, meas(Γij) > 0. (4.19)

Moreover, for any 1 ≤ i 6= j ≤ m, meas(Γij) > 0, and for any η ∈ [C∞
0 (Γij)]

N , we define
(v, q) ∈ H1

Γi
(Ωi) × L2

0(Ωi) satisfying

{

−∆v + ∇q = 0, in Ωi

∇ · v = 0, in Ωi
(4.20)

v =

{

η, on Γij

0, elsewhere on ∂Ωi.
(4.21)
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Clearly, there exists such a (v, q) ∈ H1
Γi

(Ωi) × L2(Ωi) (cf. [1], [12]). Hence, Plugging this

v ∈ H1
Γi

(Ωi) into (4.6), we can derive from (4.18)-(4.21) that

∫

Γij

gn
ijηds → 0, as n → ∞, ∀η ∈ L2(Γij). (4.22)

That means the subsequence
{

gn
ij

}

is weakly convergent to 0. Therefore, by a standard argu-

ment of functional analysis, we immediately obtain that, for the whole sequence
{

gn
ij

}

,

∥

∥gn
ij

∥

∥

L(Γij)
→ 0, as n → ∞, 1 ≤ i 6= j ≤ m, meas(Γij) > 0. (4.23)

Next we try to show that (4.18) and (4.23) still hold for α = 0. First we consider the case
of Ωi ⊂ G1. It follows from (3.14) that

εn
i = 0, on Γi, meas(Γi) > 0. (4.24)

Hence, by the Poincaré inequality and (4.17),

‖εn
i ‖

2

H1
(Ωi)

≤ C(∇εi, εi)Ωi
→ 0, as n → ∞, ∀Ωi ⊂ G1. (4.25)

Therefore, repeating the same arguments of (4.19)-(4.23), we have that, for any Ωi ⊂ G1,

‖εn
i ‖L2

(Γij)
→ 0, as n → ∞, (1 ≤ i 6= j ≤ m). (4.26)

∥

∥gn
ij

∥

∥

L2
(Γij)

→ 0, as n → ∞, (1 ≤ i 6= j ≤ m). (4.27)

Then, we consider the case of Ωi ⊂ G2. It follows from (4.8) and (4.26)-(4.27) that, for any
Ωi ⊂ G2,

∥

∥gn
ij

∥

∥

L2
(Γij)

→ 0, as n → ∞, ∀Ωj ⊂ G1. (4.28)

For any Ωi ⊂ G2, replacing (4.21) with

v =

{

εn
i , on Γij , Ωj ⊂ G1,

0, elsewhere on ∂Ωi.
(4.29)

we then have v ∈ H1
Γi

(Ωi) satisfying (4.20) and (4.29). Thus, plugging this v ∈ H1
Γi

(Ωi) into
(4.6) and using (4.17) and (4.28), we have that, for any Ωi ⊂ G2

‖εn
i ‖L2

(Γij)
→ 0, as n → ∞, ∀Ωj ⊂ G1. (4.30)

From (3.14), for any Ωi ⊂ G2, there exists at least a Ωj ⊂ G1 such that meas(Γi) > 0. Hence,
it follows from (4.17), (4.30) and the Poincaré inequality that

‖εn
i ‖

2

H1
(Ωi)

≤ C[(∇εi,∇εi)Ωi
+
∑

Ωi⊂G1

‖εn
i ‖

2

L2
(Γij)

] → 0, (4.31)

as n → ∞, ∀Ωi ⊂ G2.
Therefore, repeating the above arguments until the subdomains are exhausted, we have proved
that (4.18) and (4.23) still hold for α = 0.

Finally, we consider the convergence for the pressure. It the follows from the LBB condition
and (4.6) that

‖ρn
i ‖L2(Ωi)

≤ C sup
v∈H

1

Γi

|b(v, ρn
i )|

‖v‖
H1(Ωi)

≤ C[‖εn
i ‖H1(Ωi)

+
∑

i6=j

(‖εn
i ‖L2

(Γij)
+
∥

∥gn
ij

∥

∥

L2
(Γij)

)].
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Moreover, by using (4.18), (4.24) and the embedding theorem, we get

‖ρn
i ‖L2(Ωi)

→ 0, as n → ∞, i = 1, 2, · · · , m. (4.32)

Thus, (4.14) can be obtained from (4.18), (4.23) and (4.32) easily. This completes the proof.
Corollary 4.3. Under the assumptions of Theorem 4.2, we have that for any 1 ≤ i 6= j ≤ m,
meas(Γij) > 0

∥

∥

∥

∥

gn
ij − [βij(

∂u

∂νi
− pνi) + λiju]

∥

∥

∥

∥

L2(Γij)

→ 0, as n → ∞. (4.33)

5. Finite Element Case

This section is to develop and analyze a nonoverlapping domain decomposition method for
the nonconforming finite element problem (2.5). We define our algorithm as follows:
Algorithm II

(i) Given g0
ij ∈Vh(Γij) = [V h(Γij)]

N , 1 ≤ i 6= j ≤ m, meas(Γij) > 0, arbitrarily;

(ii) Then recursively find (un
i ,pn

i ) ∈Vh
i × Mh

i , i = 1, 2, · · · , m, by solving the subproblems

ah(un
i ,v)Ωi

+ bh(v, pn
i )Ωi

+
∑

1≤i6=j≤m

λij

βij

∫ ∗

Γij

un
i vds = (f, v)Ωi

(5.1)

+
∑

1≤i6=j≤m

1
βij

∫ ∗

Γij
gn

ijvds, ∀v ∈Vh
i ,

bh(un
i , q)Ωi

= 0, ∀q ∈ Mh
i . (5.2)

(iii) Update the transmission condition data for i = 1, 2, · · · , m

gn+1
ij (k) = 2λiju

n
j (k) − gn

ji(k), k ∈ Nh ∩ Γij , 1 ≤ j 6= i ≤ m, (5.3)

where V h(Γij) is a piecewise constant finite dimension space over the partition of Γij induced by
the finite element triangulation Th;Vh

i = Vh |Ωi
, the restriction of Vh over Ωi; M

h
i = Mh |Ωi

,
the restriction of Mh over Ωi; βij the penalty coefficient, and λij , the transmission coefficient,
satisfy (3.8) - (3.9); and

∫ ∗

Γij

uvds =
∑

k∈Γij∩Nh

u(k)v(k)meas(sk), (5.4)

where, and in this paper, {ϕp}p∈Nh
is the node basis of the finite element space Vh and sk is

the element face with k as its barycenter. Clearly, (5.4) implies the numerical integration has
been applied to compute the integration on the interfaces in (5.1).

Clearly, every subproblem (5.1) of Algorithm II is well-defined in the whole iterative process.
We then consider the convergence of Algorithm II. Unlike Algorithm I for partial differential
problem of the generalized Stokes problem, we have to show an equivalent splitting subproblem
form with respect to the nonoverlapping domain decomposition for finite element problem (2.5)
before proving the convergence of Algorithm II.
Theorem 5.1. Let (u ,p) ∈Vh × Mh be a solution of the finite element problem (2.5) .
Then, the problem (2.5) can be split into an equivalent subproblem form, that is, there exist
g∗ij ∈Vh(Γij), 1 ≤ i 6= j ≤ m, meas(Γij) > 0,such that (ui, pi) ∈Vh

i × Mh
i (i = 1, 2, · · · , m),

satisfies

ah(ui, v)Ωi
+ bh(v, pi)Ωi

+
∑

1≤i6=j≤m

λij

βij

∫

Γij

uivds = (5.5)
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∑

1≤i6=j≤m

1
βij

∫

Γij
g∗ijvds, ∀v ∈Vh

i ,

bh(ui, q)Ωi
= 0, ∀q ∈ Mh

i . (5.6)

where (ui, pi) = (u, p) |Ωi
= (u |Ωi

, p |Ωi
), the restriction on Ωi.

Proof. First, notice that Mh is a piecewise constant space, then it is easy to check that (2.5)
can be rewritten as the splitting form (5.6),i.e.,

bh(ui, q)Ωi
= 0, ∀q ∈ Mh

i , i = 1, 2, · · · , m. (5.7)

Then we consider to split (2.5). Notice that {ϕp}p∈Nh
is the nodal basis of the finite element

space Vh, it is then not difficult to check that
{

ϕl
p

}

(p∈Nh,l=1,2,···N)
consist of a basis of the finite

dimension space Vh, where ϕl
p is a N -vector function with ϕp as its l-th component and 0 as

all of its other components. Hence, (2.5) can be rewritten as the following equivalent system.

ah(u, ϕk)Ωi
+ bh(ϕk, p)Ωi

= (f, ϕk)Ωi
, ∀k ∈ Nh, i = 1, 2, · · · , N. (5.8)

Thus, it follows from the small support property of ϕp(x), we have that, for any k ∈ Nh ∩ Γij ,

ah(ui, ϕk)Ωi
+ bh(ϕk, pi)Ωi

− (f, ϕk)Ωi
= −[ah(uj , ϕk)Ωj

+ bh(ϕk, pj)Ωj
− (f, ϕk)Ωj

]. (5.9)

Hence, for any k ∈ Nh ∩ Γij , we can define Gk
ij as follows

Gk
ij =

1

meas(sk)
[ah(uj , ϕk)Ωi

+ bh(ϕk, pj)Ωj
− (f, ϕk)Ωj

]. (5.10)

Thus, we construct g∗ij ∈Vh(Γij) , meas(Γij) > 0, as

g∗ij =
∑

k∈Γij∩Nh

(λiju(p)νi − βijG
k
ijϕk(k)). (5.11)

Therefore, it follows from (5.8) - (5.11) and some direct calculation that, for any k ∈ Nh ∩ Ωi,
i = 1, 2, · · ·N , (ui, pi) satisfies

ah(ui, ϕk)Ωi
+ bh(ϕk, pi)Ωi

+
∑

1≤i6=j≤m

λij

βij

∫

Γij

uiϕkds = (f, ϕk)Ωi
(5.12)

+
∑

1≤i6=j≤m

1
βij

∫

Γij
g∗ijϕkds, i = 1 , 2 , · · · , m.

Finally combining (5.7) and (5.12), we have (5.5)-(5.6). The proof is then completed.
We are now ready to consider the convergence of Algorithm II for a general domain decom-

position and finite element triangulation even without quasi-uniform and regular requirements.
We begin with introducing the error function at the iterative step n:

en
i = un

i − u ∈ Vh
i , i = 1, 2, · · · , m. (5.13)

rn
i = pn

i − p ∈ Mh
i , i = 1, 2, · · · , m. (5.14)

where (u, p) ∈Vh × Mh is a solution of the finite element problem (2.5). Then we have the
error equation as follows:

ah(en
i , v)Ωi

+ bh(v, rn
i )Ωi

+
∑

1≤i6=j≤m

λij

βij

∫

Γij

en
i vds = (5.15)
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∑

1≤i6=j≤m

1
βij

∫

Γij
gn

ijvds, ∀v ∈Vh
i ,

bh(en
i , q)Ωi

= 0, ∀q ∈ Mh
i , (5.16)

gn+1
ij (k) = 2λije

n
j (k) − gn

ji(k), k ∈ Nh ∩ Γij , 1 ≤ i 6= j ≤ m, (5.17)

where we have used gn
ij to replace gn

ij − g∗ij in which g∗ij is defined in Theorem 5.1.
We have the following lemmas, which will be used in the convergence analysis of Algorithm

II later. First we can obtain the following lemma by taking v = en
i in (5.15).

Lemma 5.2. There holds the following identity

ah(en
i , en

i )Ωi
=
∑

i6=j

1

βij

∫ ∗

Γij

(gn
ij − λije

n
i )en

i ds. (5.18)

Lemma 5.3. There then holds the following identity

∣

∣

∥

∥gn+1
∥

∥

∣

∣

2

∗
= |‖gn‖|2∗ − 4

m
∑

i=1

ah(en
i , en

i )Ωi
. (5.19)

where gk = (gk
ij)1≤i6=j≤m defined as in (5.15) - (5.17), and

∣

∣

∥

∥gk
∥

∥

∣

∣

2

∗
=

∑

1≤i6=j≤m

1

βijλij

∫ ∗

Γij

∣

∣gk
ij

∣

∣

2
ds. (5.20)

Proof. It follows from (5.15) - (5.17) and (5.18) of Lemma 5.2 that

∣

∣

∥

∥gn+1
∥

∥

∣

∣

2

∗
=

∑

1≤i6=j≤m

1

βijλij

∫ ∗

Γij

∣

∣gn+1
ij

∣

∣

2
ds

=
∑

1≤i6=j≤m

1

βijλij

∫ ∗

Γij

∣

∣2λije
n
j − gn

ji

∣

∣

2
ds (5.21)

=
∑

1≤i6=j≤m

1

βijλij

∫ ∗

Γij

∣

∣gn
ji

∣

∣

2
ds − 4

m
∑

i=1

∑

j 6=i

1

βij

∫ ∗

Γij

(gn
ij−λije

n
i )en

i ds

= |‖gn‖|2∗ − 4

m
∑

i=1

ah(en
i , en

i )Ωi
,

where (3.8) and (3.9) have been used in (5.21). Hence the proof has been completed.
Theorem 5.4. Let (u, p) ∈Vh × Mh be a solution of the finite element problem (2.5). Let
(un

i ,pi) ∈Vh
i × Mh

i (i = 1, 2, . . . , m) be the solutions of the subproblem (5.1)-(5.2) of
Algorithm II at iterative step n. Then we have that for any initial g0

ij ∈L2(Γij),

[
m
∑

i=1

(||un
i − u||2h,Ωi

+ ||pn
i − p||2L2(Ωi)

)]1/2 → 0, as n → ∞ (5.22)

where
||v||h,Ωi

= (
∑

τ∈Th,τ⊂Ωi

(||∇v||2L2(τ) + ||v||2L2(Ωi)
))1/2 (5.23)

Proof. It suffices to show that, for any i = 1, 2, · · · , m

[

‖un
i − u‖2

h,Ωi
+ ‖pn

i − p‖2
L2

0
(Ωi)

]

→ 0, as n → ∞. (5.24)
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From (5.19) and (5.20) of Lemma 5.3, we have that the sequence
{

gn
ij

}

is bounded in the finite

dimension space Vh(Γij)(1 ≤ i 6= j ≤ m, meas(Γij) > 0). Hence, there exists a gij ∈L2(Γij)
and a subsequence, still denoted as

{

gn
ij

}

, such that, for any 1 ≤ i 6= j ≤ m, meas(Γij) > 0,

∫ ∗

Γij

∣

∣gn
ij − g∗ij

∣

∣ds → 0, as n → ∞. (5.25)

Also, from Lemma 5.3, we have that, for any position integer M ,

M
∑

n=0

m
∑

i=1

ah(en
i , en

i )Ωi
=

1

4

(

∥

∥

∣

∣g0
∣

∣

∥

∥

2
−
∥

∥

∣

∣gM+1
∣

∣

∥

∥

2
)

≥ 0,

which implies

m
∑

i=1

ah(en
i , en

i )Ωi
→ 0, as n → ∞. (5.26)

Thus, for any i = 1, 2, · · · , m

[(∇en
i ,∇en

i )Ωi
+ (αen

i , en
i )Ωi

] → 0, as n → ∞. (5.27)

Therefore, if α = α0 > 0, then (5.27) directly implies that

‖en
i ‖

2
h,Ωi

→ 0, as n → ∞, i = 1, 2 · · ·m. (5.28)

Hence,
∫ ∗

Γij

|en
i |

2
ds → 0, as n → ∞, 1 ≤ i 6= j ≤ m, meas(Γij) > 0. (5.29)

Moreover, for any 1 ≤ i 6= j ≤ m, meas(Γij) > 0, we define (v, q) ∈Vh
i × Mh

i satisfying

−∆v + ∇q = 0, inΩi. (5.30)

∇ · v = 0, inΩi. (5.31)

v =

{

gn
i(k), at k ∈ Γi ∩ Nh,

0, other nodal points on ∂Ωi.
(5.32)

It is easy to see that, there exists such a (v, q) ∈Vh
i × Mh

i (cf. [1], [12]). Hence, plugging this
v ∈Vh

i into (5.15), we can derive from (5.28)-(5.32) that
∫ ∗

Gij

∣

∣gn
ij

∣

∣

2
ds → 0, as n → ∞,

which means the subsequence
{

gn
ij

}

is convergent to 0. Thus, by a standard argument of

functional analysis, we obtain that, for the whole sequence
{

gn
ij

}

,

∫ ∗

Gij

∣

∣gn
ij

∣

∣

2
ds → 0, as n → ∞, 1 ≤ i 6= j ≤ m, meas(Γij) > 0. (5.33)

We now try to show that (5.28) and (5.33) still hold for α = 0. First, we consider the case
of Ωi ⊂ G1. It follows from (3.14) that

en
i = 0, on Γi, meas(Γi) > 0. (5.34)
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Hence,

‖en
i ‖

2
h,Ωi

≤ C(∇en
i ,∇en

i )Ωi
→ 0, as n → ∞, ∀Ωi ⊂ G1. (5.35)

Therefore, repeating the arguments of (5.29)-(5.33), we have that, for any Ωi ⊂ G1,

∫ ∗

Γij

|en
i |

2
ds → 0, as n → ∞, (1 ≤ i 6= j ≤ m). (5.36)

∫ ∗

Γij

∣

∣gn
ij

∣

∣

2
ds → 0, as n → ∞, (1 ≤ i 6= j ≤ m). (5.37)

Then, we consider the case of Ωi ⊂ G2. It follows from (5.17) and (5.36) - (5.37) that, for any
Ωi ⊂ G2,

∫ ∗

Γij

∣

∣gn
ij

∣

∣

2
ds → 0, as n → ∞, ∀Ωj ⊂ G1. (5.38)

for any Ωi ⊂ G2, replacing (5.32) with

v =

{

en
i , on Γij , Ωj ⊂ G1,

0, elsewhere on ∂Ωi.
(5.39)

We then have v ∈Vh
i satisfying (5.30) - (5.31) and (5.39) . Thus, plugging v ∈Vh

i of (5.39) into
(5.15) and using (5.27) and (5.38), we have that, for any Ωi ⊂ G2,

∫ ∗

Γij

|εn
i |

2
ds → 0, as n → ∞, ∀Ωj ⊂ G1. (5.40)

Notice that (3.14) , for any Ωi ⊂ G2, there is at least a Ωj ⊂ G1 such that meas(Γi) > 0.
Hence, it follows from (5.27) and (5.40) that

‖en
i ‖

2
h,Ωi

≤ C



(∇en
i ,∇en

i )Ωi
+
∑

Ωj⊂G1

∫ ∗

Γij

|en
i |

2
ds



→ 0, as n → ∞, ∀Ωj ⊂ G2. (5.41)

Repeating the above arguments until the subdomains are exhausted, we have proved that (5.28)
and (5.33) still hold for α = 0.

Finally, we consider the convergence for the pressure. It follows from the Babuska-Brezzi
condition (2.8) and (5.15) that

‖ri‖L2(Ωi)
= sup

v∈Vh

i

∣

∣bh(v, ri)
∣

∣

‖v‖h,Ωi

≤ C



‖en
i ‖h,Ωi

+
∑

j 6=i

(

∫ ∗

Γij

|en
i |

2
ds +

∫ ∗

Γij

∣

∣gn
ij

∣

∣

2
ds

)1/2




Moreover, by using (5.28) , (5.33) and the embedding theorem, we have

‖rn
i ‖

2
L2(Ωi)

→ 0, as n → ∞, i = 1, 2 · · ·m. (5.42)

Thus, (5.24) can be obtained from (5.28), (5.33) and (5.42) easily. This completes the proof.
On the other hand, we can rewrite Algorithm II as an iterative procedure to find the fixed

point of an affined map. Assume that

W =

n
∏

i=1

(Vh
i × Mh

i ), Λ =
∏

1≤i6=j≤m

V h(Γij). (5.43)
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Let Af : W×Λ → W × Λ be an affine mapping defined by (5.1) - (5.3) of Algorithm II. That
means,

[(un+1, pn+1), gn+1] = Af [(un, pn), gn], (5.44)

where [(un+1, pn+1), gn+1] satisfies (5.1) - (5.3) . We then have the following lemma from the
definition of Af directly.
Lemma 5.5. Let (u, p) ∈Vh × Mh be a solution of the problem (2.5) and denote by (u, p) ≡
(u |Ωi

, p |Ωi
) ∈ W , then there exists g ∈ Λ such that [(u, p), g] is a fixed point of Af . Conversely,

let [(u, p), g] ∈ W×Λ is a fixed point of Af and (u, p) ∈L2(Ω)×L2(Ω) satisfying (u |Ωi
, p |Ωi

) =
(ui, pi). Then, (u, p) ∈Vh × Mh is a solution of the problem (2.5).

Furthermore, if let A= Af |f=0 , F = Af (0,0). Then, A is a linear mapping, indeed, which
is the iterator (iterative matrix) of Algorithm II, and satisfies

Af [(u, p), g] = A[(u, p), g] + F, (5.45)

which means that, we have

[(en+1, rn+1), gn+1] = A[(en, rn), gn]. (5.46)

Theorem 5.6. There holds the following estimate

σ(A) < 1 (5.47)

where σ(A) is the spectral radius A.
Proof. Let µ be an eigenvalue of A and [(e, r), g] 6= [(0, 0), 0] be its corresponding eigenvector.

Then we have that A[(e, r), g] = µ[(e, r), g], and,

ah(ei, v)Ωi
+ bh(v, ri)Ωi

+
∑

1≤i6=j≤m

λij

βij

∫

Γij

eivds = (5.48)

∑

1≤i6=j≤m

1
βij

∫

Γij
gijvds, ∀v ∈Vh

i ,

bh(ei, q)Ωi
= 0, ∀q ∈ Mh

i , (5.49)

µgij(k) = 2λijej(k) − gji(k), k ∈ Nh ∩ Γij , 1 ≤ i 6= j ≤ m, (5.50)

which, together with Lemma 5.2 and Lemma 5.3, imply that

µ |‖g‖|2∗ = |‖g‖|2∗ − 4
m
∑

i=1

ah(ei, ei)Ωi
, (5.51)

which means |µ| ≤ 1 and |µ| = 1 if and only if

ah(ei, ei)Ωi
= (∇ei,∇ei)Ωi

+ (αei, ei)Ωi
= 0, ∀ i = 1, 2 · · ·m. (5.52)

We next show |µ| < 1, that is, |µ| 6= 1. Clearly, if |µ| = 1, then each ei is a constant over Ωi.
Then we have that since ei vanishes at nodal points on ∂Ωi ⊂ G1.

ei = 0, in Ωi, ∀Ωi ⊂ G1. (5.53)

With similar arguments as in the proof of Theorem 5.4, taking v ∈Vh
i satisfying (5.30)-(5.31)

and

v =

{

gij(k), at k ∈ Γij ∩ Nh,

0, other nodal points on ∂Ωi.
(5.54)
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Plugging it into (5.48)-(5.50), we derive that

gij = 0, on Γij , meas(Γij) > 0, ∀Ωi ⊂ G1, (5.55)

gij = 0, on Γij , meas(Γij) > 0, ∀Ωi ⊂ G1, Ωj ⊂ G2, (5.56)

ei = 0, on Γij , ∀Ωi ⊂ G1, Ωj ⊂ G2. (5.57)

Hence, it follows from (3.14) and (5.52)-(5.57) that

ei = 0, in Ωi, ∀Ωi ⊂ G2. (5.58)

Repeating the above arguments , we have that

ei = 0, in Ωi, ∀ i = 1, 2, · · · , m. (5.59)

gij = 0, on Γij , meas(Γij) > 0, 1 ≤ i 6= j ≤ m. (5.60)

Moreover, from (5.48)-(5.50) and (5.59)-(5.60),

ri = 0, in Ωi, ∀ i = 1, 2, · · · , m. (5.61)

Therefore, [(e, r), g] = [(0, 0), 0], which is a contradiction. Hence, |µ| < 1. This completes the
proof.

Finally, we emphasize an interesting fact. In Theorem 5.4 and Theorem 5.6 and their proofs,
we have neither assumed nor used any restrictions for both the domain decomposition (3.1)-
(3.2) and the finite element triangulations Th. Therefore, the convergence results, Theorem 5.4
and Theorem 5.6, hold for the general domain decomposition and finite element triangulation
even without both quasi-uniform and regular requirements.

6. Concluding Remark

In this paper we have developed a parallel nonoverlapping domain decomposition itera-
tive procedure for the generalized Stokes problems and their Crouzeix-Raviart finite element
approximate problems. The basic idea to define the method is to use an mixed-type consis-
tency condition together with a derivative-free transmission data updating technique on the
artificial interfaces between two subdomains, which is originally from [5]. The method can be
implemented on a massive parallel machine naturally as each subdomain is assigned to its own
process.
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