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Abstract. In this paper, we consider modified Galerkin and iterated modified Galerkin
methods for solving a class of two point boundary value problems. The methods are
applied after constructing the equivalent derivative dependent Fredholm-Hammerstein
integral equations to the boundary value problem. Existence and convergence of the
approximate solutions to the actual solution is discussed and the rates of convergence
are obtained. Superconvergence results for the approximate and iterated approximate
solutions of piecewise polynomial based modified Galerkin method in infinity norm
are given. We have also established that iterated modified Galerkin approximation
improves over the modified Galerkin solution. Numerical examples are presented to
illustrate the theoretical results.
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1 Introduction
Consider the following two-point boundary value problem
(8'(1)) = (t,8(8),8' (1)), (1.1)
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subject to the boundary conditions
19(0) =K, ﬁlﬂ(l) —|—’)’119/(1) =M.

Frequently, different phenomena in scientific fields, including mechanics, optimization,
communication theory, fluid mechanics, electricity, magnetism, and many other applied
science problems are reduced to solve the boundary value problem (1.1). The numerical
treatment of the above boundary value problems has always been far from trivial. The
following integral equations arise as reformulation of the above type singular two-point
boundary value problem (1.1)

O(t) =g+ ———"""" (71 —a1p1)t +/ tx)e(x0(x), % (x))dx, 0<t<1, (1.2)
B1+7

where x(t,)) is given by

Bix
() = (i) ost=x

X<1_51ﬁi’h>' xstsl

The main difficulty of (1.1) is that the singularity behavior occurs at t =0. With the use
of important properties of Green’s functions, it would be easier to handle these equa-
tions after constructing the equivalent nonlinear Fredholm integral equations. The same
is mentioned in [27], where authors discussed numerical solvability of the similar kind
of singular two-point boundary value problem after reformulating them into a nonlinear
Fredholm integral equation with Green’s kernel. Also, with this reformultaion, the higher
order derivative approximation for (1.1) can be avoided, which is computationally very
much favorable. In the last few years, effective methods such as decomposition method,
the Adomian decomposition method, and the modified decomposition method etc. are
developed for numerically solving different types of boundary value problems and asso-
ciated integral equations (see [1,6,7,15,16,27]). In attempt of improving the accuracy of
the approximate solutions, projection methods are used to solve Fredholm integral equa-
tions. Several results on different projection methods to solve nonlinear Fredholm inte-
gral equations can be found in literature (see [11,12,17,19,21,22,25,26]). Classical projec-
tion methods such as Galerkin, collocation methods for Fredholm Hammerstein integral
equations with smooth as well as weakly singular kernels were developed and supercon-
vergence was obtained by several authors (see [9,11,12,17-19,21,22,26]) etc.). Piecewise
polynomial based Galerkin method is applied to investigate the approximate solutions
of nonlinear Fredholm-Hammerstein integral equations with smooth kernels in [9]. Au-
thors developed projection and iterated projection methods to solve nonlinear Fredholm-
integral equation with particular classes of kernels having singularity (see [3-5]).

In literature, many attempts have been made to improve the accuracy of numerical
solutions of different integral equations using projection methods. In [20], authors cre-
ated the modified projection method and showed that under the same assumptions of
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classical projection methods, the proposed modified projection methods exhibit super-
convergence results over iterated projection methods. Also, authors had shown that, the
Computational complexities are almost same in modified projection methods as classical
projection methods. After that, modified projection methods have been applied in sev-
eral papers for solving nonlinear type integral equations with smooth kernels (see [13,14]
etc). Now, in [24], M. Mandal et. al. applied Galerkin and iterated Galerkin methods
using piecewise polynomials to solve Eq. (1.2) and obtain the rate of convergence as
O(h?) in Galerkin and O(h?*F2) in iterated Galerkin method, where # is the norm of
the partition and p =min{ry,7+1}, py =min{ry,r+1,7+2}, pp =min{r; —1,r+1,7+1},
where 7 is the degree of the piecewise polynomial of the finite dimensional approxi-
mation space, r1 is the smoothness of the solution, and 7 is such that r; >y > —1 and
k(t,x) € C"(0,t)NC"(t,1)NC7(0,1). In this paper, aiming at the improvement of these
convergence rates, we have applied modified Galerkin and iterated modified Galerkin
methods to solve the nonlinear Fredholm integral equation of the type (1.2), and obtain
the convergence rates O(h?*72) in modified Galerkin method and O (hP*2P2) in iterated
modified Galerkin method, respectively in uniform norm.

We organize this paper as follows. In Section 2, we analyze piecewise polynomial
based modified Galerkin and iterated modified Galerkin methods to solve Eq. (1.2). In
Section 3, we obtain superconvergence results for approximate solutions. In Section 4,
we have validated the theoretical estimates with numerical examples. Throughout this
paper, we assume that c is a generic constant.

2 Modified projection methods: derivative dependent
Fredholm-Hammerstein integral equations with
a Green'’s kernel

Let X=C[0,1] and consider the following derivative dependent Fredholm-Hammerstein
integral equation

o) =F(1)+ [ K(t0606000,8' ())dx, 0<t<1, @1

with Green’s function (¢, x)

t(1—ﬁﬁ{n), 0<t<y,

x(l—ﬁﬁlt,h), x<t<i,

K(t,x)=

where the functions «, f, and ¢ are known and ¢ is the unknown function to be deter-
mined.
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We define the operator (K¢) as follows:

(ICqb)(t?)(x):/01K(x,s)4>(s,l9(s),l9’(s))ds, x€[0,1]. (2.2)
Then using (2.2), Eq. (2.1) can be written as
3(t)— (Ko)(8)(t)=f(t), 0<t<1. (2.3)

For t€0,1], we define

B0 =K(R), GO0=LEX)= 2 ),
and

ku(x)=r:(x),  0<t<y, (2.4a)

kar(X)=ri(x),  x<t<l (2.4b)
We assume that 0<t <1, k1, €C"[0,t], xor €C"[t,1] and x(t,x) €C"(0,£)NC"(¢,1)NC7(0,1)
and

(tx)= g’:(t,x) ccnio,H)ncH(t,1)nC1(0,1), with ry>1 and r;>y>-1.
We assume that f € C"1[0,1]. Consequently, from Theorem 4.1 and Corollary 4.2 of [5], it
follows that 9 € C"1[0,1]. We let
01l 00 =max{[[o! [l o:0<i <11},

where v’) denote the i-th derivative of v.
Next we take the following assumptions on f, x(t,x) and ¢(-,9(-),9'(+)):
i) fecnlo,1].

(i) Ay= sup |x(t,x)|<oo, Ax= sup [l(tx)|<oo.
t,x€[0,1] t,x€l01]

(iii) The nonlinear function ¢(x,9,9') is Lipschitz continuous in ¢ and ¢/, i.e., for any
01,02,07,9,€X, 3c1 >0, such that

|9 (x,01,81) =P (X, 92,82)| cr{[01(x) —02(0) |+ [91(X) —02(0) [}, Vx€[01].

(iv) The partial derivatives ¢p(%10) (x,8,8"), p(®0) (x,0,8') of ¢ w.r.t the second and third
variables exists and are Lipschitz continuous in ¢ and ¢/, i.e., for any ¢;,8,,97,9,€X,
dcp,c3 >0, such that

16010 (x,81,8,) — 010 (x, 8, 8})|

<o {01 (x) = 20x) |+ 101 (x) = %2 ()|}, Vxel0,1],
9000 (x,81,07) — 0 (x, 02,8
<es{|81(x) —B20x) |+ 101 (x) =92 (X))}, Vxe[0,1],

and ¢(019),$©01) € ([0,1] x X x X).
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(v) We also assume that Acy <1, where A= A1+ A,.

We take
1
Ko(t) = | x(tx)o()dx, @5
and
d 1 oK

Lo(t) = 4 (Ko) (¢) :/O Ut x)0(x)dx,  where £(t,x) =S (8. (2.6)

Note that £:X — X and £:X — X are compact operators and
IKlw<Ar and [|L]leo < Aa. 2.7)

Now we will rewrite Eq. (2.1) using the technique introduced by Kumar and Sloan [22].
To do this, we let
o(X)=¢(x.9(x).9'(x)), x<€lo1]. (2.8)
Note that if ¢(-,-,-) € C"1([0,1] x [0,1] x [0,1]), then using the chain rule for higher deriva-
tives, we can say that o€ C"[0,1].
Using (2.8), we can write the solution ¢ of (2.1) satisfies the following

8()=F(1)+ [ x(tx)eG0dx, 0<i<1. 29
Hence using (2.5), Eq. (2.9) becomes
9=f+Ko. (2.10)
For our convenience, we consider a nonlinear operator ®:X — X defined by
®(8) (x) =9 (x,8(x),8" (x))- (2.11)
Then using estimates (2.10) and (2.11), Eq. (2.8) can be written as
0=P(9)=d(f+Ko). (2.12)
Letting 7 (v) :=®(f+Kv), veX, Eq. (2.12) can be written as
0o=To. (2.13)

By our assumption Ac; <1, 7 can be shown contraction mapping on X and hence by
Banach contraction theorem, Eq. (2.13) has a unique solution gp in X.
To analyze the modified Galerkin method, we let the approximating subspaces

Xp=Pra={0:0](x, , ) EPr, 1<i<n},

where P, denote the space of (real) polynomials of degree <r, where r >1. For g€ P, a,
if the value at x; is defined by continuity, then P, » C Cp and the projection Py, is defined
from Cp onto P, with g=1(91,82,---,9n) = Pug = (Pg1,Pg2,---,Pgn), where Pg; is the
orthogonal projection of g; € C(A;) on the polynomial of degree less than r on A;.
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2.1 Orthogonal projection operator

Let Py, : X — X, be the orthogonal projection operator defined by

(Ppd,0)y=(0,v), veX, 0veX, (2.14)

where (9,0) = [,/ 8()o(t)dt.
We first quote the following Lemma from Chatelin [8].

Lemma 2.1. Let Py, :Cp — X, be the orthogonal projection operator. Then there hold

i) Py is uniformly bounded in infinity norm, i.e., 3 a constant p independent of h such that

[P |eo < P < 00 (2.15)

ii) ||Phl9—l9||oo—>0 as h—0, 9 €Ca.
iii) In particular if 8 € Cit, then

(Z—Pp) 8o < B[00 | . (2.16)

To apply the modified Galerkin method, we define the operator 7,": X — X (see [10,
14,23]) as

T (9):=Pu@(K(9)+f) +P(K(Pyd) + f) = Pu@(K(Pid) +f), 9eX. (2.17)

Then the modified Galerkin method for Eq. (2.13) is seeking an approximate solution
oM e X such that

o' =T o). (2.18)

In order to obtain more accurate approximation, we define the iterated modified Galerkin
solution by

o' = @(Key'+1). (2.19)
Then from (2.10), we can see the corresponding approximations 02’1 and 19{1\4 of ¢ are given

by
O =K(e))+f, ' =K@)+f (220)
Note that ¢ € X. To solve Eq. (2.18), applying P, and (Z—P;) to the equation, we have
Puey =Pr®(K(}") +1)- (221a)
(Z=Pu)ey =(Z=Pu)@(K(Prey') +f)- (2.21b)
Eq. (2.21b) can be written as
o' =Puey! +(Z = Pi) (K (Prey') + f)- (222)
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Substituting (2.22) into (2.21a), we get

Pai' =Pr®(K(Puoy! +(Z—Pr)@(K(Prey') + )+ ). (2.23)
We let W}{VI = Pth)A, then we can seek W}{VI € &), from the equation
Wil = Pr@(K(Wy! +(Z=Pu) @(K(Wy) +(Z~Pi) f)) +£), (2.24)

and o} can be obtained using Eq. (2.22) as
o' =W+ (Z-Pu) (KO + f)- (2.25)
To solve (2.18), we let
Fn(y) =y =Pu®(K(y+(Z-Pn)2(K(y)+ 1))+ ). (2.26)
The Fréchet derivative of 7, for any ¢t € X is given by

Fry)t=t=P, @ (K(y+(Z-Pu)®(K(y)+1)+)(K'(y+(Z-P)®(L(y)+f)))
X (Z—Pp)® (K(y)+f)K)t. (2.27)

Then Eq. (2.25) is equivalent to
Wit =o, 2.28)

and it is iteratively solved by applying the Newton-Kantorovich method.

3 Superconvergence results

In this section, we analyze the existence and convergence of the approximate and iterated
approximate solutions in the modified Galerkin method. To accomplish this, we define
BL(X) the space of all bounded linear operators on X.

We first quote the following theorem from [28], which gives us the condition under
which the solvability of one equation leads to the solvability of another.

Theorem 3.1 ([28]). Let X' be a Banach space with () be an open set and T and T be continuous
operators. Let the equation 0="T 0 has an isolated solution 0y € Q and let the following conditions
be satisfied

(a) The operator T is Frechet differentiable in some neighborhood of the point Oy, while the
linear operator Z—"T'(8,) is continuously invertible.

(b) Suppose that for some 6 >0 and 0 <q <1, the following inequalities are valid (the number
d is assumed to be so small that the sphere ||0— || <0 is contained within (3)

sup [[(Z—T"(8,) (T (&) —T'(8))[ <q, (3.1a)
[8—0o]|<é

—

a=|[(Z=T"(8)) (T (%) =T (8o))|| <6(1—9q). (3.1b)
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Then the equation ® =T ® has a unique solution Oy in the sphere ||0—8o|| < 8. Moreover, the
inequality

? <||—Bo| < (3.2)

Q

1s valid.

Next we analyze the existence and rates of convergence of the approximative solution
oM to 0o. We first give the following lemmas to do this.

Lemma 3.1. Let 0p € C"0,1] be the unique solution of Eq. (2.12). Then we have the following
IK(Z=Pu)eolle =O (),

and

|£Z-Ppaolle =00 2),
where p=min{ry,r+1}, p1 =min{r,r+1,7+2}, po=min{r —1,r+1,7+1}.
Proof. The proof of the theorem follows from [24]. O
Lemma 3.2. Let oo € C"[0,1] be a unique solution of Eq. (2.12). Then the following results hold
IK(Z=P3) =0,

and
| L(Z—Py)l|e=O(h??),

where, py =min{ry,r+1,74+2}, pp=min{r; —1,r+1,7+1}.

Proof. Using orthogonality of P}, we have

(L =Pr)eollw = sup |[K(Z—Py)eo(t)|= sup

[ w0 @Rt

te[0,1] te[0,1]
= sup Z/ (k)i (X)(Z=P)(0o)i(x)dx|= sup |Y_((x:)i,(Z—P)(0):)
te[0,1] |i=1¥i-1 te[0,1] |i=1
=sup Y ((Z—P) ()i, (00)i) | < YT =P)(x)illoa [l (00)ill2,]- (3.3)
te[0,1] |i=1 i=1

Now we consider t ZA, i.e., t € (x;_1,%;), for some i€ {1,2,---,n} and (x1;);, (x2:); €C" (A;),
for j#1i, then from Lemma 7.8 of [8], we have for j#i,and j=1,2,...,n,

I(Z=P) (ke 12,8, < chtf max([| (1) |28 1] (k26) [|2,.8)

1
<ch 2 max((f) o, 165 o) = O(hP 1), (3.4
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and on A;,

1T =P ke)illz, <k [k Ny ) (1 k2e)! M g0) 2
<ch (I o2+ (I ) = O (), (35)

where p* =min{ry,r+1,7+1}, and p=min{ry,r+1}.
Now from estimate (3.3), we have

KL =Pr)@olleo <i[|l (Z=P)(xr)ill2a 1l (Q0)ill2,a,]

i=1

< i# I(Z=P)(x)jll2,; 11 (Q0) ll2.a]] +[(Z=P) (it )ill 2,1l (Q0)ill2.a,
J=1j#

<ch?[|go|eo f IZ=P)(ke)jll2a ]+ I (Z=P)(Ke)ill2.a; |- (3.6)

j=1j#i
Hence from estimates (3.4)-(3.6), it implies that
” /C(I—'Ph) ”oo — O(hmin{pfp*+l}) — O(hmin{rl,r+1,7+2}) _ O(hpl ), (3_7)

where p; =min{ry,r+1,7+2}.
Next, using similar technique of (3.3), we obtain

IL(Z=Pr)olleo < YT =P)(e)ill2a: I (00)ill28,]- (3.8)
i=1

Then consider t €A, i.e., t € (x;_1,x;), for some i€ {1,2,---,n} and (€1t) (2t); GC“”(A]'),
for j #1i, then from Lemma 7.8 of [8], we have for j#i,and j=1,2,.

I(Z=P) ()l <! max([|(€1)] o (€2} [l2)

sk 1 *ok *k k%
<ch!” " max(| 68 oo 108 ) = O (W), (3.9)
and on A;,
*_1 *_1 1
1Z=P)(E)illoa, <kl TN oy )2+ (1) eg)2)
*—1 * * 1 x_1
<ch? (145} o)+ (165 [l o) 12 = O (h" 3, (3.10)

where p* =min{ry,r+1,7+1}, and p** =min{r —1,r+1}.
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Now from estimate (3.8) we have

- 107

I1£(Z=Pu)oolleo <) _IIZ=P)(Lr)ill2a ]l (0)ill2,a1]

1

<

j

[Z=P)(e)ll2a,11(00)jll2a, ]+ (Z=P) (£)ill2,all (00)ill2,a;

Il
—

J7
n

<ch?lgolle L Z-P)E) ol +IT-P)Ehls |- (1D
j=1,j#i

Hence from estimates (3.9)-(3.11), it implies that
|L(Z=Py)l|eo=O(H™MP P71 = O (pmin{n =1 FL751) — O (hP2), (3.12)
where p, =min{r; —1,7+1,7+1}. Hence the proof follows. O

Lemma 3.3. Let the operators T (o) and T, (o) have the Fréchet derivatives T' (o) and T, (0),
respectively. Then the following hold

(Z—Pw)T; (00)lo—0,  h—0,
1(Z=Pn)T" (00)]|lc—0, h—0.

Proof. We have
7 (00) =@ (f 4+ KP0o) K P+ @O0V (f4+KPp00) L P (3.13)

With the use of Lemma 3.1, Lipschitz’s continuity of ¢(%10) (-, 8(-),8'(-)), o0V (-, 8(-),8'(+)),

and boundedness of || @10 (f+0g)]|e and || DOV (f+K0p) |0, we have that

1O (f+KPuoo) lleo <10 (f +KPrg0) =DM (£ +K00) oo+ (|2 (£ 4+K00) |ew
<c2{IK(Z=Pu)olleo+[1£(Z=Pi)golleo} + DO (£ +K00) 1
<B, <00, (3.14)

where B is a constant independent of /.
Similarly, we may write that

1RO (f+KPygo) oo < Ba <0, (3.15)

where B, is a constant independent of /.

Next, we let B:={t € X: ||t||cc <1} be the closed unit ball in X. Since {KP},} and
{LPy} are sequence of compact operators, using Eq. (3.13), one can show the relatively
compactness of the set S= {72’ (00)8:9€ B, ne N}. From Lemma 2.1, it is concluded that

I(Z=Pu) Ty (00)lleo=sup{ [ (Z—P4) Ty (00)9low: 0 € B}
=sup{|[(Z—Pp)v||c:v€S}—0 as h—0. (3.16)
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Similarly, since ®(10) (f+1gg) and @O0 (f4Kgp) are bounded and K, £ are compact
operators, we can say that

T'(00) =DM (4 K00) K+ D0V (4 Kop) L,

is also compact and
[(Z—=Pn)T"(00)||o—0 as h—0.

This complete the proof. O

Theorem 3.2. Let ¢ is an isolated solution of Eq. (2.3). Suppose that T'(0o) does not include 1
as an eigenvalue. Then there exists a constant Ly >0, such that

I(Z =T (00)) o <L,
for sufficiently small h.

Proof. We consider

1T (00) =T (00) lleo
= Pu@ MO (f+Ko) K+ Py @OV (f+Ko) L+DOM) (f+K(Prgo)) K Py
+ @O0 (F 4 K(Proo)) LPy—Pp@ OO (f+K(Proo)) KP
— Py @O (f+ K (Phao)) LPy— DO (f+K o) K~ @O0 (f +Kgo) Lo
<[Py —T)[@ O (f+K o) K — @O (£+K(00)) K Py]|oo
+H[(Pu—TD)[@COV (f+Ko) L— DO (f+K (o)) LP]|oo
(P —T) [@OMO (f+Ko) Py — @O0 (f+ K (Prgo) ) K Pl oo
+||(7’h 7) (@O (f+Koo) L Py — @OV (f + K (Proo)) LPh] |0
A1) |DO O (F+K00) [loo /K= KPlloo+ (p+1) @O0V (F+K00) ol £ = LPs o0
p+

+(P+HDIKZ=Pu)eolleol| P loo+ (P [ K(Z = Ph) ol ol | £Ph|o-

Using Lemmas 3.1 and 3.2, it follows that
1T (00) =T (00) o —0 as h—0. (3.17)

This implies 7,M'(go) is norm convergent to 77 (go). Thus by direct application of Lemma [2],
we can conclude that for sufficiently large n,

IZ =T (00) Mleo <L,

where L1 >0 is a constant. O
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Lemma 3.4. For any 0,00 €X, the following result hold
17 (00) = T (0) oo < [cPMM + (1+p) MM1 ][ 0 — gl e,
where c is a constant independent of h.

Proof. For any 0,00,y € X, consider

T (00) = T (0)]Y oo
=[|Pp®@ OO (f+Ko0) Ky +Py®@ OV (f+Koo) Ly
+ @O0 (£ 4+ K(Pyoo)) K Py +@ OOV (f +K(Pueo)) L Py
— Py @O0 (f+ K (Poo)) KPry —Pr®@ O (f+K(Prgo)) LPry
—Pu®@ 0 (f+Ko)Ky—Pu @OV (f+Ko) Ly
OOV (f 4K (Pue)) KPy+ OO (f+K(Pre)) LPry
+ P @O0 (F 4+ K (Pro) ) K Py +Prp@ 0 (£ +K(Pr0) ) LPhl|oo
< P[@OMO (f+KC00) — @O (f+K0)] Ky oo
H[Pu[@ OOV (f+K0) — @O0 (f+K0)] Lyl oo
+(Z=P)[@O (f+KProo) — @O0 (f+KPuo) KPry o
+(Z=Pp) [ @O (F+KProo) — DOV (f+KPuo) LPy o
<p[@O0) (f+Kgo) — @M (f+KQ)]Ky|leo
+p||[@OO (f+KCo0) — @OV (F+K )] Lyl
PII[@OO) (f+KPrgo) — @O0 (f+KPro) | KPuy o
PII[@OON (f+KPrgo) — @OV (f+KPyo)] LPyylloo

(1+

(1+

(00— @) [[eo I Cylloo+ | LYl o]

(PP (00 =) [l KPRy [loo+ | LPY | o]

t £

<plK
_|_

Now using the estimate (2.7), we have

(3.18)

1T (00) = T (0)]ylleo <cpMMi | 0= olloo [ Ylleo + (1 p) MM || 0= ol leo [y | oo

—[cpPMM; + (1+ ) MM 2] [0 — 00 oo ||y ||o-
This implies
ITM (00) = T (0) lleo < [cpMMi + (14 p) MM ]| 0 — o |oo-

Hence the proof follows.
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Theorem 3.3. Let gg be an isolated solution of Eq. (2.3). Assume that 1 is not an eigen value of
T"(00). Then Eq. (2.18) has a unique solution oM € B(00,6) ={0:]/0— 00|l <8}, then there
exists a constant 0 < q <1, independent of h such that

Xy M Xy
—< —00[jc <7,
T1q =llow —olle=7—7

where
! _
= 1(Z=T™ (0)) " (Tu™(00) = T (00)) | eo-
Proof. From Theorem 3.2, we have that there exists a constant L; such that for some suf-
ficiently large n,
1Z=T™ (00)) oo < L1 <.

Following the Lemma 3.4, for any ¢ € B(0¢,d), we have

1T (00) = Ta™' (0) lloo < [ePMM; + (14 p) MM; 5] [| 00 — 0| oo-
Thus

o 5||(I—ThM/(Qo))‘l(EM/(eo)—EM'(Q))Hoo
0—00[|<

<Li[cpMM; + (14 p)MM1p*6<q,

where, 6 is chosen so that 0 < g < 1. This proves Eq. (3.1a) of Theorem 3.1.
With the use of Lemma 3.1, Theorem 3.2, and Lipschitz continuity of ®, we have

an=1(Z T (00)) " (TiM(00) — T (00))lleo
<L 7™ (00) — T (00) ||
=L | Py®(Koo+ f) +P(KPyoo+ f) — Pr®(KPyoo+ f) — @ (Koo + f) oo
=L1[[(Py—I)[@(Koo+ f) —P(KPugo+f)] |l
<Lic(1+p) [IK(Pr—1)0ollco+ || £(Pr—T)00l|cc] =0 as h—0. (3.19)

By choosing h sufficiently small so that o, <56(1—¢q), Eq. (3.2) of Theorem 3.1 is satisfied.

Consequently, by using Theorem 3.1, we find

Xy M Xy
—< —00[jc <7,
T1q =llow —eolle=7—

where

o= (2= Ti™ (@0)) (T (@0) = T (0) =
This completes the proof. O
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Theorem 3.4. Let 0o be an isolated solution of Eq. (2.3) and o' be the modified Galerkin approx-
imation of 0o. Then the followings convergence rates hold

e —olle=O (R *72),
183" —Bolle = O (HPFF2),
where p=min{ry,r+1} and pp=min{r —1,r+1,7+1}.

Proof. From Theorem 3.3, we have
ap

< -

where
=TT (00)) " (T (00) = T (00)) -

Using Lipschitz continuity of ®, and the results of Lemma 3.1 and Theorem 3.2, we have

o} ~aolle < % <3 (T~ T3 (a0)) (T (e) = T (el

<c|(Z =T (00)) ™ [l T (20) — T (@0) lew
<cLi(1+p)IK(Pr—Z)ollco+ 1 £(Pr—L) 0| o]
=O(hP*P2), (3.20)

Now from estimate (3.20), we obtain

19" = Bolleo =K ey" = Keollo = 1K (04" —0) leo
<M oy’ —@olle = O(h"72). (3.21)
Hence the proof follows. O

Next we analyze the superconvergence results for iterated modified Galerkin approx-
imation. To accomplish this, we must first give the following Lemma.

Lemma 3.5. Let 0! be the iterated modified Galerkin approximation of o. Then there hold

164" — 00llee <cM1 My ||} — 00| % + | K(Z—Pi) [®(K(Proo) + £) — @ (Koo + f)]lleo
+[|L(Z—=Pp) [P(K(Proo)+f) —P(Koo+f)]]co-

Proof. Recall that from Theorem 3.2, we find
1T~ (M) (@0) o < Ly <o (3:22)

Consider

o' —a0=T,"(e)")—T (00)
=TM (ot —TM(00) — T (00) (0i" — 00) + T (00) (0 — 00) + T (00) — T (00)-  (3.23)
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This implies
(Z-T () (0~ o)
=TM(oh") =T (00) = T (20) (e} —00) + T3 (00) — T (00)- (3.24)
Using mean-value theorem, we obtain

o —00=(Z—=TM (00)) [T (od") = T (00) — T™ (00) (0} — 00) + T (00) — T (00)]
=(Z—TM (00)) ' [TM(eM) — T (o)

+(Z-TM (00)) [T (00) — T (00)]
=(Z—-TM (00)) " [TM (00+61 (0} —00)) — T (00)] (0l — 00)
+H(IZ—-TM (00)) [T (00) — T (00)], (3.25)

where 0 <07 < 1.
Operating K on both sides of the above equation

1K (0} = 00) oo =1 (Z=T;M (00)) ™ leo | [TM (00+01(0) — 00)) — TM (00)) (0} — 00) Il eo
HIK(Z =T (00)) M [T (00) — T (00)] llco- (3.26)

Now

I =T (00)) " Ylleo < Ml =T (00)) W lleo
<Mi[[(Z =T (00)) ooyl oo < MLyl (3.27)

From Eq. (3.26), we have
1K (0p = 00)lleo =M1 LI| ;M (00 +61 (o) —00)) — T (0) lloo [l 0t — 00loo
HIKZ =T (00)) M [T (00) — T (0)] lleo- (3.28)
We have
(Z-TM(00) ' =Z+(Z—TM (00)) ' T (00)- (3.29)

Using the above identity (3.29) in the second part of the equation (3.28), we obtain

IK(Z =T (00)) (73" (00) =T (00)]llew

= K{T+(Z =T, (00) " T3 (0) T3 (0) = T (00)]

<[IKI7: (00) = T (00)] oo+ IK(Z = T3 (00)) " T3 (0) [ 73 (00) = T (00)]llew
<[IKIT(00) = T (00)]lloo+MiL|| T (00) [ 73 (20) — T (€0)] lco- (3.30)
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Note that

T (00) =T (o) = (Z=Pi)[®(K(Proo) +f) — (Koo + )],

and

TM (00)[TM(00) — T (eo)]
=Pu[@O10) Koo+ f)K+@OON (Koo + f) L] x [®(K(Proo) + f) — (Koo + )] (3.31)

Hence from estimates (3.28)-(3.31), we have

1K< (0} —0) [l

=ML TM (00+61 ()" —00)) — TM (00) lleoll 0 — 00l o

+IKITM(00) — T (00)]lleo+ M | T;M (00) [T (00) — T (00)] lleo

<eMM; ||) —0ol|%+ | K(Z—P) [®(K(Proo) + ) — 2(Kao+ f)]lleo

+ My || Py [@O10) (Ko + £) K+ OOV (Ko + £) L)(T = Pi) [R(K(Pago) + £) =@ (Keo+f)] [l
<cMM ||y —0ol|%+ 1 K(Z—Pu) [®(K(Proo) + ) — P (Kao+ f)]lleo

+ M| [ DO (Koo + f) lleol | K(Z —Pr) [@(K (Proo) + £) — DKoo+ )] |l eo

+ M p[|[@OOD (Koo + f) oo | £(Z = Pp) [R(K(Proo) + f) — DKoo+ f)] | co- (3.32)

Operating £ on both sides of the equation (3.25), we obtain
1£(0h" —eo)llo =L (Z =T (00)) | [ (00 +61 (0}~ 00)) — ;" (00)} (0} — o) lew
HILEZ =T (00)) T3 (00) = T (o)l (3.33)
Now
1L =T (20) " Ylloo < Mal|(Z= T (00)) ~ylleo
<M[(Z =T, (20)) oYl oo < MaL |yl (3.34)
Then from equations (3.33) and (3.34), we have
120} = 00)lleo =ML T (00+61(0}' ~00)) =T, (20) ol 0" — €0lloo
HILEZ =T (00)) M T3 (00) = T (o) | (3.35)
Using the identity (3.29) in the second part of the equation (3.35), we obtain
1£(Z =T (00)) [T (20) = T (00)]lleo
=[|L{I+(Z~T;" (00)) " T3 (00) }[T;" (20) — T (00)]llew
<J1£[7," (e0) = T (o) lloo+ 1 £(Z =T (00)) " T (00) [T (00) = T (0) ]l
<IILIT(00) =T (@0)]lloo+M2L [ T (00) [T (€0) = T (€0)] - (3.36)
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Note that
T (00) =T (o) = (Z—Pw) [®(K(Proo)+f) —®(Kao+1)], (3.37)

and

TM (00)[TM(0) — T (eo)]
=Pu[@ 10 (Kgo+ f)K+@ 0 (Koo + ) LI[@(K(Proo) + f) — ®(Koo+ ). (3.38)

Combining estimates (3.33)-(3.38), we have

1£(en" —00)les
<ML|| T, (0o+61(eh" —0)) =T (00)lleo 1 0h" — 00w

+11£[7: (00) = T (00)]lloo+ M| T3 (20) (73 (00) = T (00)]l|ow
<cMMa|loy" —0ol|% + [ £(Z = Pu) [P(K(Proo) +f) —P(Keo+ f)]lleo

+ My || Py [@10 (Koo + ) K+ (Koo + ) L (L —Pi) [(K (Prgo) +f) = DKoo+ )]
<cMMa|loy' —eol|% + | £(Z = Py) [@(K(Pyoo) + ) = P(Keo+ f)]lleo

+Map | [@0) (Koo + ) [l |KC(Z = Pi) [R(K (Pro) + £) =P (Ko+f)] oo

+Map|[[@O (Koo + f) ool | £(T = Pi) [R(K(Prgo) + ) = DKo+ )] | co- (3.39)
Then from (3.32) and (3.39), it follows that

123" —olleo
<cMMa||ey" — 0ol + K (Z = Py) [@(K(Prgo) + ) — P(Keo+ )] [l
HILZ=Pu)[@K(Preo) +f) = (Ko +f)] - (3.40)
Hence the proof follows. O

Theorem 3.5. Let ) be the iterated modified Galerkin approximation of 0o. Then the following
hold

103" = 0ollco = O (P 72),
18} =80l 2= O (hF*272),
where p=min{ry,r+1} and pp=min{r; —1,r+1,7+1}.
Proof. From the results of Lemma 3.5, we have
183" = 0olleo <cMMs |0} = gol[2 + [/ (Z = Po) [D (K (Prgo) + f) —P(Kao + )]l
+ [ £(Z—=Pn) [@(K(Proo) +f) —P(Keoo+ )]l

<cMMa|0y' — 00l %+ I K(Z=Pi) lloo || [@ (K (Proo) + ) = ®(Kao+ f)] |0
F1L(Z=Pp) lloo| [P (Proo) +f) =P (Koo +f)] ] eo- (3.41)



18 K. Kant, P. Das, G. Nelakanti and R. Kumar / Adv. Appl. Math. Mech., xx (202x), pp. 1-22

Now using the Lipschitz continuity of ®(-), we have
IP(K(Preo) +f) = P(Koo+ )]l = IK(Z=Pr)eollo+ |1 £(Z=Pr)eollo.  (342)
Then from the result of Lemma 3.1 and estimate (3.42), we get
(K (Pago)+£) ~(Kao+f)) o= OB 1) + O 72). (3.43)
Again by Lemma 3.2, Theorem 3.4 and estimates (3.42), (3.43), we obtain
16} —@ollw = O (hP*272). (3:44)
Finally from the estimate (2.20) and the above result, it follows that

19" ol oo =110} — Kool oo = 1 (0} — 00) o0
<Mi||ay" —Qolleo = O (hP*272).

This completes the proof. O

4 Numerical example

In this section, three numerical examples are given to illustrate the convergence results.
Choosing the approximating subspaces X, to be the space of piecewise linear (r =1)
functions, we give the errors in infinity norm in the following Tables. For computations
we use the Newton-Kantorovich method to generate the numerical algorithms, which
are compiled by using Matlab. In Tables 1, 3, and 5, we present the errors in Galerkin
and iterated Galerkin methods with approximating subspace as the space of piecewise
linear functions, and in Tables 2, 4, and 6, we have given the errors for Galerkin and
iterated Galerkin methods with approximating subspace as the space of piecewise linear
functions. We denote the Galerkin, iterated Galerkin, modified Galerkin and iterated
modified Galerkin solutions by 4, Sy, 19,124, and 1§,]1\’I respectively in the following tables.

Note that, for r=1, the expected orders of convergence for Galerkin, iterated Galerkin,
modified Galerkin, and iterated modified Galerkin methods are a=2, b=3, c=3 and d=4,
respectively.

Example 4.1. We consider the following two point boundary value problem

(0 (1)) = — (249 +2¢?),
19(0):1n(i), 19(1):1n(%).

Then the transformed integral equation as follows

o=+ [ K(09(x0008 ()i, 0<x<1,
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Table 1: Galerkin and iterated Galerkin methods.

n| [[0=0ullo | a | [[0-0Fnlle | b

2 | 0107x10° 1 | - [o0122x107% | -

4 | 0262x1072 | 2.03 | 0.158x107% | 2.94
8 | 0.650x103 | 2.01 | 0.181x107° | 3.13
16 | 0.162x1072 | 2.01 | 0.219x10°° | 3.04
32 | 0.406x107% | 2.00 | 0.293x10~7 | 2.91
64 | 0.101x10~* | 2.00 | 0.376x1078 | 2.96

Table 2: Modified Galerkin and iterated modified Galerkin methods.

n | 8=8"w [ ¢ [[8-81c | d
2 [132x107%] - [311x10°%| -
4 | 1.59%x107° | 3.05 | 1.92x107° | 4.01
8 | 1.81x107° | 3.13 | 1.22x10°° | 3.97
16 | 2.21x1077 | 3.03 | 7.18x10~8 | 4.08
32 | 2.89x10°8 | 2.93 | 4.47x107° | 4.00
64 | 410x1072 | 2.81 | 2.69x10°10 | 4.05

with f(t)=In(})+In(2)t, p(x,8(x), ¥ (x)) = — (2xe® ' +2¢%), 8(¢) zln(%%tz), and
¢ o —t(l—)(), OStSX/
K{tx) = —x(1-1), x<t<1.

Example 4.2. Consider the following two point boundary value problem

(19/(1'))/:—19/619,

8(0) zln(%>, 8(1) =In (%)

Then the transformed integral equation as follows
1
8O =F(1)+ | x(t0900 00 Gy, 0<t<1,
where f(t) :ln(%)%—ln(%)t, o(x,9(x), % (x))=—e¢, 0(t) zln(%ﬂ), and
—t(1-x), 0<t<y
x(tx) :{

—x(1-t), x<t<1.

Example 4.3. Consider the following two point boundary value problem

(#48' (1)) =t P2(Btd' (1) +Bla+p—1)0(t)), t€[0,1],
8(0)=1, d(1)=e.
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Table 3: Galerkin and iterated Galerkin methods.

n| [[0=0ulleo | a [0—Fnllo | b

2 [0451x10°2 | - [0.105x10° 3| -

4 | 0.121x1072 | 1.90 | 0.144x10~* | 2.87
8 | 0.311x1073 | 1.96 | 0.187x107° | 2.94
16 | 0.784x107% | 1.99 | 0.241x10°¢ | 2.96
32 | 0.196x10~% | 2.00 | 0.315x1077 | 2.94
64 | 0.486x107° | 2.01 | 0.452x1078 | 2.80

Table 4: Modified Galerkin and iterated modified Galerkin methods.

n [ [0=0w | ¢ | [0-3w | 4d

2 [1.13x10°%] - 1.42x10°4 -

4 | 1.50x107° | 2.92 | 1.05 x10~° | 3.75
8 | 1.92x10°° | 296 | 7.7 x10~7 | 3.76
16 | 2.42x1077 | 298 | 542 x1078 | 3.82
32 | 3.01x107% | 3.00 | 3.52x1077 | 3.94
64 | 410x107° | 2.87 | 2.24 x10710 | 3.97

Table 5: Galerkin and iterated Galerkin methods.

n| [[0—0ulleo | a [0—0nllo | b

2 10588x10°t | - [0772x107%2 | -

4 |0.155x10°! | 1.92 | 0.108x102 | 2.84
8 | 0.388x1072 | 1.99 | 0.130x1073 | 3.05
16 | 0.967x103 | 2.00 | 0.158x10~* | 3.03
32 | 0.242x1073 | 2.00 | 0.228x107° | 2.80
64 | 0.603x10~% | 2.01 | 0.314x107° | 2.85

For & =0, the transformed integral equation as follows

8(6)=F(0)+ [ K0 00G0O00H (0, 0<i<1,

where f(t)=1+te—t, 8(t)=¢", and

We have calculated the following table for f=2.

From Tables 2, 4 and 6, we can observe that the approximate solution in the iterated
modified Galerkin technique has higher convergence rates than the approximate solution
in modified Galerkin technique. Also, comparing these tables with the results of Tables 1,
3 and 5, we also see that the iterated M-Galerkin method gives better convergence rates
than classical Galerkin and iterated Galerkin method.
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Table 6: Modified Galerkin and iterated modified Galerkin methods.

n | [8=8w [ ¢ | [9-0- | d

2 [0825x102| - | 0.166x10°! -

4 | 0.109x1072 | 2.92 | 0.110 x1072 | 3.92
8 | 0.130x10°3 | 3.06 | 6.55x107° | 4.06
16 | 0.160x10% | 3.02 | 4.06 x10~¢ | 4.01
32 | 0.203x107° | 297 | 2.62x10~7 | 3.96
64 | 0.241x107° | 3.07 | 1.72 x1078 | 3.92
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